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Abstract
The decision-making system in international organizations is still very conservative. The composition of international forums that can generate significant international instruments has not changed for centuries. Only diplomats and representatives of international organizations whose credentials have been confirmed in a certain way are admitted to international decision-making. The Internet Governance Forum (IGF), under the auspices of the UN, UNESCO and the International Telecommunication Union, was established in 2006 on the basis of the World Summit on the Information Society, which is today the world’s most authoritative international discussion forum on Internet governance, though its potential to achieve the best regulation of international Internet governance processes is not fully used. The basis for this regulation is the multistakeholder approach, which consists in a multiplicity of categories of the decision-making mechanism, including, in addition to the traditional representatives of states and international organizations, civil society, business, the academic and technical community, the media, and other interested stakeholders.

This research is expected to provide guidance for improving the global Internet governance arrangements, taking into account the interests of all categories of participants, as well as to establish procedural rules for decision-making based on the multistakeholder approach in Internet governance to give the Internet Governance Forum the opportunity to adopt international “soft law” instruments. An example of this is the Draft Charter of Rights and Principles on the Internet, developed by the Dynamic Coalition on Human Rights and the principles of the Internet Governance Forum — something comparable to the Universal Declaration of Human Rights with regard to the Internet. The need to bring human rights instruments to the Internet determines the direction of the development of programs and policies in global Internet governance and the role of the Internet Governance Forum in these processes.
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Introduction
Multistakeholderism is a quite new idea of governance, but it has roots in the history of international organizations. It is a way of regulation designed to enforce proper Internet Governance on three levels: supranational, national, and self-regulation. The Internet Governance Forum (IGF), celebrating its 10th Anniversary at the 10th Meeting of the Forum on November 2015 in the Brazilian city of Joao Pessoa, is a platform for expert discussions on different issues within the scope of Internet Governance.

One problem raised is modification and extension of the IGF mandate for the following five or 10-year term. However, another problem is the lack of decision-making capability of the Forum. For example, the Internet needs a system of international instruments to deal with various problems, like proper realization of human rights and the freedoms of Internet users, conflicts of juridic-
tions and the questionable issue of “state sovereignty” on the national segments of the Internet or the Internet as a whole.

1. The IGF Mandate and the issue of its extension since 2016

The current Mandate of the IGF, extended once after a five-year term in 2010, was formulated in the Tunis agenda. The mandate of the IGF is set out in paragraphs 72 to 80 of the Tunis Agenda for the Information Society (the “Tunis Agenda”):

“We ask the UN Secretary General, in an open and inclusive process, to convene, by the second quarter of 2006, a meeting of the new forum for multistakeholder policy dialogue called the Internet Governance Forum (IGF). The mandate of the Forum is to:

♦ discuss public policy issues related to key elements of Internet governance in order to foster the sustainability, robustness, security, stability and development of the Internet;
♦ facilitate discourse between bodies dealing with different crosscutting international public policies regarding the Internet and discuss issues that do not fall within the scope of any existing body;
♦ interface with appropriate inter-governmental organizations and other institutions on matters under their purview;
♦ facilitate the exchange of information and best practices, and in this regard make full use of the expertise of the academic, scientific and technical communities;
♦ advise all stakeholders in proposing ways and means to accelerate the availability and affordability of the Internet in the developing world;
♦ strengthen and enhance the engagement of stakeholders in existing and/or future Internet governance mechanisms, particularly those from developing countries;
♦ identify emerging issues, bring them to the attention of the relevant bodies and the general public, and, where appropriate, make recommendations;
♦ contribute to capacity building for Internet governance in developing countries, drawing fully on local sources of knowledge and expertise;
♦ promote and assess, on an on-going basis, the embodiment of WSIS principles in Internet governance processes;
♦ discuss, inter alia, issues relating to critical Internet resources;

◦ help to find solutions to the issues arising from the use and misuse of the Internet, of particular concern to everyday users;
◦ publish its proceedings” [1].

The United Nations General Assembly endorsed the Tunis Agenda in its resolution 60/252. The initial mandate of IGF was for five years, from 2006 to 2010. Recognizing the importance of the Forum in fostering the sustainability, robustness, security, stability and development of the Internet, as well as its role in building partnerships among different stakeholders, the United Nations General Assembly requested the Secretary General to examine the desirability of the continuation of the Forum.

Because of the five-year review, the mandate of the Forum was renewed by the General Assembly in its resolution 65/141 in 2010 for a further five years, under the patronage of the Secretary General from 2011 to 2015.

As for next term, the continuation for the IGF mandate will be reviewed by the General Assembly after the 2015 Meeting in Brazil. As stated in the UN General Assembly Resolution 69/204 “Information and communications technologies for development” adopted on 19 December 2014, the General Assembly “welcomes with appreciation the offer made by Mexico to host the meeting of the Internet Governance Forum in 2016, and recommends that the extension of the mandate of the Forum be considered in the context of the overall review in 2015” [2].

Some civil society activists of the IGF community asked for extension of the IGF. They remarked that the revolving five-year term is a barrier to long range planning and investment. Many voices have called for the strengthening of the IGF, but a longer planning horizon is necessary in such a complex, multistakeholder environment. Some initiatives to strengthen the IGF are already taking place. To address the need for sustainable funding, the Internet Governance Forum Support Association was formed at IGF 2014. The goal of this nonprofit is to promote sustainable funding for the IGF.

In order to allow the IGF to reach its full potential, the Internet Governance Forum Support Association recommends an extension of the IGF mandate, which is open-ended, without term limitation. This would ensure the stability of the IGF and support long-range planning for projects that are more comprehensive and to fund initiatives. If this were impossible under given current UN rules and regulations, the Association would recommend a stable ten-year extension, to enable longer-range commitments and financial planning.
2. What is the multistakeholderism?

Multistakeholderism is a major feature of the Internet Governance Forum. The multistakeholder approach facilitates wide participation in decision-making in the international diplomacy of different groups of actors beside governments and international intergovernmental organizations which have been traditionally involved in decision-making. Since the first efforts of governing the world order using the capabilities of multilateral diplomacy, international conferences and organizations, only representatives of governments were able to participate in important international meetings.

J. Kurbalija [3] presents the “variable geometry” approach, which states that Internet governance requires the involvement of a variety of stakeholders who differ in many aspects, including international legal force, interest in particular Internet governance issues and available expertise. Such variety may be accommodated by using the variable geometry approach implied in Article 49 of the WSIS Declaration, which specifies the following roles for the main stakeholders:

- states – “policy authority for Internet-related public policy issues” (including international aspects);
- the private sector – “development of the Internet, both in the technical and economic fields”;
- civil society – “important role on Internet matters, especially at the community level”;
- intergovernmental organizations – “the coordination of Internet-related public policy issues”;
- international organizations – “development of Internet-related technical standards and relevant policies” [3].

K. Gurumurthy [4] states that the “multistakeholder” format emerged through WSIS as an innovation in global negotiations, going beyond the approach of other UN summits and older forms of consensus-building and comprising practical modalities of participation, including speaking slots in working groups for non-governmental stakeholders not available in previous UN meetings. The WSIS Tunis agenda urged the “full involvement” 10 of the private sector, civil society and international organizations, in addition to governments, in the “international management” of the internet, asserting the need for an innovative approach to its governance embedded within the fundamental principle of multistakeholderism. This co-option by “private interests” in the WSIS itself was a reflection of the growing role of non-state actors in the UN system.

The significant influence of non-state actors in Internet governance also is attributable to the particular origins of new technologies in the scientific and academic communities. Freedom from state control is purported to be an indispensable cause of ICT innovations and, hence, a private role is perceived as vital for the internet’s stability and growth. Within this tradition of participation, the IGF has been perceived as a pioneering experiment, paving the way to reconcile political interests through dialogue. Pivoted on the multistakeholder principle, the IGF brings together actors – predominantly seen in their identities as governments, businesses, and civil society organizations – to deliberate on specific policy themes, i.e. access, openness, diversity, security, critical internet resources and emerging issues. A multistakeholder advisory group (MAG) also guides the IGF processes [4].

J. Kulesza [5] believes that the principle of multistakeholderism means the equal involvement of all groups participating in the Internet’s evolution: governments (acting on their own behalf or represented through intergovernmental organizations), civil society (representing the users) and the business sector (on behalf of not only telecommunications, but also every other market segment). This principle gives Internet governance unique character in the international relations field, one that directly determines any corresponding legal regulation. For the first time, it is not only the national authorities that need to find a working international consensus for their joint cooperation – they need to seek compromise with “the governed” (civil society and the business sector), who usually play a subordinate role in national legal affairs. Since the Internet is a network of peers, it is only through their common consensus that the network may work perfectly [5].

There are three levels on which Internet Governance: supranational, national, and community level or self-regulation. Those three levels could not be self-sufficient, and they should be interconnected in a special way in order to make relevant Internet Governance, in order to make a model of IG policy in the realization of human rights.

Therefore, each level of Internet Governance has its positive and negative effect. None can be self-sufficient. The supranational level is like a multistakeholder approach of the IGF and other forums and open discussion spaces provided by the United Nations, by the regional Internet Governance Forums and other organizations. It is also a participatory approach, whereby everyone can participate in the discussion, and everyone has stock for decision-making. It is also an open-minded and complete scientific analysis of the problems of the Internet Governance, and the Internet Governance
itself better reflects on the international level the supranational nature of the Internet itself. By the way, this supranational level on its own could have negative aspects, because it is only a discussion space which has no official decision-making power to make international treaties with mandatory force. Also, not all the national jurisdictions perceive their jurisdiction in the same way, so this recommendation could be recognized in different ways in different countries. In addition, most of the decisions and proposals made by such a discussion space are on the basis that has just an ethical or non-legal nature.

Some scholars question the potential of such governance strategies. They argue that multistakeholder approaches face a substantial number of challenges, including inadequate participation among all actors due to time constraints or conflicts of interest, difficulties in achieving consensus on key decisions, power and capability imbalances across stakeholder groups, and a lack of broader social and political legitimacy. One recent critique concludes that multistakeholder groups may be used ‘as a means of promoting dialogue and building consensus, not as the locus of policy implementation and oversight’.

Counter-perspectives suggest that in several cases multistakeholder engagement has actually proved to be a more effective strategy than traditional legislative measures, resulting in enhanced standards of corporate conduct, new certification procedures, and new monitoring mechanisms, as well as in greater public awareness of corporate activities and influence. These taken together have changed the landscape and discourse concerning the roles and responsibilities of the private sector in an increasingly global economy [6].

J. Malcolm questioned at the Workshop “Human rights on the Internet: legal frameworks and technological implications”, organized by the National Research University Higher School of Economics on IGF 2012 in Baku, how we regulate the Internet in a way that respects human rights if we cannot rely on governments, corporations or civil society to do so? The best answer we have is that we should do so by combining the strengths and weaknesses of all those stakeholders in a multistakeholder policy development process intended to explain common principles or guidelines upon which governments, the private sector and civil society can agree as a basis for their respective actions: passing legislation, or concluding treaties, moderating online services containing user-generated content, and share norms of online behavior [7].

The Internet Governance Forum can be a good place to start developing global policies for human rights online, particularly in areas, where there are no other global forums that have responsibility for particular issues, such as, for example, privacy and cloud services. However, the IGF, as it is currently constituted, is not quite up to the task. Its mandate calls on it to develop recommendations on emerging issues that can be transmitted to decision-makers through appropriate high-level interfaces, but it has not yet developed the capability to do that. In addition, the agenda, furthermore, calls for a parallel policy to enhance co-operation on Internet policies involving all stakeholders in their respective
roles and led by governments. So we have some more work to do to improve the processes at the global level, and we also have to make sure that similar forums exist at the regional and national levels too. In this context, it was good to hear at this Internet Governance Forum that there will be another attempt to convene a Working Group on enhanced co-operation under the auspices of the Commission on Science & Technology for Development. The ultimate outcome that we should be aiming for is to ensure that we have the means to address at all levels, supranational, national and local, the means to work towards a multistakeholder consensus on the appropriate principles to be applied by all stakeholders in their respective roles that will address online policy problems, while upholding human rights [7].

3. Procedural issues and the ILO case

Usually UN specialized agencies, like all international intergovernmental organizations, with some exceptions, have a similar structure, consisting of at least three elements: plenary bodies, executive bodies and secretariats. The same applies to all intergovernmental conferences with decision-making capacity.

The plenary body (the Assembly, the General Conference, etc.) is composed of delegates from all member states of the organization.

Executive functions are performed by the Board — a body more limited in composition.

There is also a specialized agency and the Secretariat (the Secretariat itself or the International Bureau) — the body responsible for current production in the organization, preparation of documents, as well as performing the depositary functions on concluded treaties. The highest executive officer, usually called the Secretary General, heads the Secretariat.

In a number of institutions there are subsidiary bodies designed to ensure that they function in a number of specific issues. The composition of these bodies is not typical and varies from institution to institution.

The order of the plenary, the executive and the subsidiary bodies comes under the rules of procedure — an internal document which may have different names depending on the organization, but commonly it is the rules of procedure.

The rules of procedure usually govern matters such as the procedure for regular and special sessions, adoption of the agenda, check on the credentials of delegates, the rights and responsibilities of delegates as well as officials of the body. The rules of procedure also deal with the minutes-keeping of meetings, official and working languages; the procedure of voting and elections, as well as the order of participation of members and observers, as well as procedures for making amendments and additions to the rules of procedure.

This structure comprising bodies and rules of procedure is crucial to deliver decision-making capability to the particular international organization or conference. We should mention that the IGF has almost everything to enjoy that capability. The IGF has its permanent Secretariat based in Geneva; it has an ‘executive’ body, the Multistakeholder Advisory Group performing executive functions for the Forum. The IGF itself could act as the plenary body. Each meeting of the IGF constitutes real plenaries on different main topics: critical internet resources, emerging issues, etc.

As we can see from the current Mandate, the IGF was created for policy dialogue but has no decision-making capacity. However, the history provides an example of a body which is multistakeholder by nature, but has official decision-making capacity. This is the International Labor Organization established in 1919.

International Labor Conference, plenary body of the International Labor Organization (ILO) is in some ways unique [8]. It includes all member states of the ILO. Each member of the ILO sends four representatives, two of whom are representatives of the Government, and the other two must be delegates representing respectively the employers and employees of each of the members of the ILO. Each government approves all delegates, but two so-called non-governmental delegates should be chosen by agreement with the trade union of employers and workers. This structure reflects the “tripartite” nature of the ILO and in fact, it is multistakeholder by nature.

The Conference of the ILO itself decides which delegates should have the right to vote, that is the “voting section”. Excluded delegates have the right to appeal to a special committee consisting of independent members appointed by the Governing Body. The Commission may add to the “voting section” no more than two delegates, and its decision is final and not subject to discussion or appeal.

The major problem is the issuance and presentation of credentials. Common rules applied to this issue are expected to lead to considerable administrative savings, both for States and for the Organization, through three related but independent proposals for the modification relating to the present routine requirement for the submission and examination of credentials. These proposals would:
(a) Require the presentation of credentials only for certain treaty-making conferences, while eliminating this requirement for other types of conferences; the practice of requiring credentials, which originated at a time when long-range communications were such that it was not always possible to check whether a person appearing at an intergovernmental conference actually represented the authority that allegedly dispatched him, no longer has much relevance in an era of instant worldwide communications;

(b) Eliminate the need to establish a Credentials Committee, by transferring the most critical function of such a body — the examination of challenged credentials — to the General Committee while abolishing the function of routinely examining unchallenged credentials;

(c) Abolish the requirement for the automatic examination of all credentials, which frequently introduces an unnecessarily contentious element into a non-political conference, while retaining the possibility of challenging the participation of any delegation.

The unique tripartite composition of the ILO International Labor Conference causes special problems relating to approval of credentials. The claim has frequently been raised that certain Worker or Employer delegations are not representative. At the 2004 session, the International Labor Conference broadened the mandate of the credentials committee, on an interim basis, with a view to ensuring that delegations were independent and representative [9]. The Internet Governance Forum has no voting rights, but in case of extension of the mandate of the Forum, this issue seems to be timely.

Conclusion

In conclusion, we need to stress three points for consideration.

First, the multistakeholder approach reflects the same essence of the Internet as a network of networks. The three levels of Internet Governance and their interconnection demonstrate that the Internet is supranational. This principally differs from the traditional model of governance, where all stakeholders acting on the Internet are subordinated to national governments, as it is demonstrated on Figure 1.

Second, the ILO case shows us respective and effective decision-making of an international body under the auspices of the United Nations which is composed not only of governmental delegates. The same model could be applied to the Internet Governance Forum in case its mandate is extended in 2016. The IGF has most of features of an international organization, such as secretariat, the MAG as an executive body, and the Forum itself as quasi-plenary body.

Third, we need to have a universal instrument regulating human rights on the Internet. The brightest example is the charter of human rights and principles on the Internet drafted by the Internet Rights & Principles Coalition on the IGF. It has the potential to be the online equivalent of the Universal Declaration of Human Rights but it is not acting as a soft-law instrument because of the absence of decision-making capability of the Forum. In addition, different national legislations and the issue of jurisdiction could prove that we are in the great need of different international instruments in the sphere of internet governance.
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Аннотация
Система принятия решений в международных организациях по-прежнему весьма консервативна. Состав международных форумов, которые могут создавать значимые международные документы, не меняется на протяжении веков. Только дипломаты и представители международных организаций могут принимать юридически обязывающие решения на международном уровне. Форум по управлению Интернетом (Internet Governance Forum, IGF), созданный в 2006 году решением Всемирного саммита по информационному обществу, который является одним из наиболее авторитетных международных форумов по данному вопросу, не полностью использует свой потенциал для регулирования международных процессов управления Интернетом. Основой этого регулирования является мультистейкхолдер-подход, который состоит в множественности субъектов принятия решений, который включает в себя, в дополнение к традиционным категориям участников в лице государств и международных организаций, представителей гражданского общества, бизнеса, академического и технического сообществ, средств массовой информации и других заинтересованных сторон.

Данное исследование, как ожидается, может внести свой вклад в усовершенствование глобальных механизмов управления Интернетом, принимая во внимание интересы всех категорий участников, а также выработку правил процедуры принятия решений на основе мультистейкхолдер-подхода в управлении Интернетом, что позволило бы Форуму по управлению Интернетом принимать международные акты «мягкого права». Примером таких актов является проект Хартии прав и принципов в Интернете, разработанный Динамической коалицией IGF по правам человека и принципам в Интернете. Эта хартия – своего рода аналог Всеобщей декларации прав человека в отношении Интернета. Необходимость принятия документов по правам человека в Интернете определяет направление развития программ и политики глобального управления Интернетом и роли Форума по управлению Интернетом в этих процессах.

Ключевые слова: управление Интернетом, Форум по управлению Интернетом, мультистейкхолдеризм, права человека, Международная организация труда (МОТ), Организации Объединенных Наций.
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Abstract

The article deals with the problem of an enterprise’s human resource management. An enterprise’s human resources are described as a dynamic object of management with a great number of parameters specifying various aspects of its condition. The traditional techniques of human resources analysis are based, firstly, on retrospective analysis of data, and secondly, they take different aspects isolated from each other. The proposed managerial decisions are assessed from the point of view of their impact on separate parameters, but their synergetic effect is not assessed. These drawbacks may be eliminated through application of dynamic modelling including cognitive and flow modeling.

Cognitive modeling identifies mechanisms responsible for system reaction on managerial and disturbing influences. A cognitive map of the problem of human resources management was made which includes lots of feedback loops, both reinforcing and balancing. This means, the control object is characterized by nonlinear dynamics and counterintuitive behavior. These features make it difficult to predict object reaction on managerial and disturbing influences.

Within the overall issue of human resources management, this work reviews its particular aspect — the analysis of company’s nonproduction losses due to temporary disability of employees. The temporary disability of an employee is understood as his/her temporary inability to perform job duties because of health condition of either himself/herself or his/her family members. The temporary disability is considered to be partially controlled by the enterprise. A flow model is elaborated for assessing a company’s nonproduction losses caused by temporary disability of its employees, which can be used to optimize human resources management costs of an enterprise from the perspective of the cost-benefit ratio.

Key words: human resources management, dynamic modeling, cognitive map, flow modeling.

Introduction

The importance of any company’s human resources as the carrier and driver of innovations rises strongly in the knowledge-driven economy. This is why the task of efficiently managing the human resources becomes more and more urgent nowadays. This, in particular, explains the significant number of scientific publications on the subject matter.

Labor productivity is traditionally considered to be a key integral parameter describing the efficiency of human resources management. Quite a lot of scientific articles deal with comparative analysis of labor productivity in the Russian Federation and other countries of the world. Structural transformation and its implications for productivity growth in the BRICS countries from the 1980s onwards is studied in [1]. It is shown that relocation of labor across sectors is contributing to aggregate productivity growth in Russia. Lots of studies indicate that the Russia is lagging behind the developed countries in terms of the labor productivity [2–5]. According to the International Labor Organization, in 2010 Russia was the 60-th in labor productivity worldwide; per capita (employed population) output came to US$ 18,259 in this country, while the leading countries — the US, Hong-Kong and Ireland — recorded US$ 68,126, US$ 61,383 and US$ 57,473 respectively [4]. From these numbers, we see that labor productivity in Russia was approximately three times lower than in the leading countries. Similar results have been obtained for the year 2012 when the labor productivity parameter (US$/manhour) was calculated for Russia and the world’s developed countries [5]. As per the calculations therein, Norway led in this parameter, with labor productivity at US$ 88.08/manhour, while close results were shown by the US, Germany, France — US$ 63.4, 62.16, 63.46/manhour respectively. In Russia this parameter reached just US$ 24.97/manhour. It is noteworthy that the Russian “worktime fund (hour/man per year)” parameter is one of the highest [5, 6]. In order to identify the reasons of low labor productivity in the RF and to search for tools to raise it, an analysis has been done on the factors determining employees’ motivation for productive labor. Special attention is paid to such factors as the situation in the labor market and the amount/differentiation of wages. It is noted that, given the low level of unemployment in the RF, shortage of personnel (both absolute and structural) is a burning issue. Low wages in general and very high differentiation of wages is another demotivating factor [5]. A systemic analysis of labor productivity in the RF as a whole and in its individual sectors has been done in [7]. This publication explains the low labor productivity in the RF with the following reasons: inefficient organization of labor; nontransparent and excessive regulation; obsolete facilities and methods of manufacturing; rare use of the complex approach to planning territorial development; lack of professional skills; underdevelopment of the financial system; absence of incentives to raise labor productivity; structural peculiarities of the economy. We note that in that work the factor of inefficient labor organization in Russian companies is asserted as a most essential one, with its weight ranging sector-wise between 30 % and 80 %. All of this determines the urgency of research in the management of companies’ human resources.

An enterprise’s human resources management includes an entire set of tasks, such as planning the need for skilled labor, search and employment of personnel, its adaptation, training and reskilling, arrangement of employees’ working conditions and health care, setting up the system of material and moral incentives, etc.

The main task of human resources management is the steady supply of skilled personnel with such qualitative and quantitative characteristics as required for the company to achieve its goals with minimal staff costs. Therefore, any managerial decision in personnel development should be optimized and substantiated from the perspective of the cost-benefit ratio [8].

1. Task definition

An enterprise’s human resources may be described as a dynamic object of management with a great number of parameters specifying various aspects of its condition, such as availability of human resources in a particular time and situation, turnover of staff, reasonable structure of personnel in terms of age, gender, education and qualification, labor productivity and its impact on the enterprise’s profitability, payroll rate, accident frequency rate, workplace discipline, employees’ satisfaction level, employees’ innovation activity, etc. It is important to note that the afore mentioned aspects are largely interconnected and interdependent and they determine organizationally the management objectives of the company’s strategic development.

The traditional techniques of human resources analysis are based, as a rule, on retrospective analysis of data, and if they consider the aforementioned aspects over a period of time, they take them isolated from each other [9]. The proposed managerial decisions are assessed from the point of view of their impact on separate parameters, but their synergetic effect is not assessed. These drawbacks may be eliminated through application
of dynamic modeling of the human resources analysis and the selection of efficient managerial decisions in the area of organizational control at an enterprise.

The system dynamics method is based on the idea that the complexity, unpredictability, counter-intuitivity of compound object dynamics is caused by multiple ties between its elements and their mutual influence. Hence, to forecast and control a compound object one needs to identify and describe those ties, first on a qualitative level by way of developing a cognitive map [10, 11] and then quantitatively, by way of developing a flow model [12, 13].

This work tackles the following problems:

1. Development of an enterprise’s human resources management cognitive map to describe mutual influence of the features specifying various aspects of human resources status;

2. Development of a flow model to assess enterprise nonproduction losses due to the staff temporary disability.

3. Substantiation of managerial decisions on dynamic correction of nonproduction losses from temporary disability of employees.

2. Proposed approach

Figure 1 shows an enterprise’s human resource management cognitive map allowing us to describe interrelations between the aspects noted above.

The cognitive map analysis demonstrates that the parameters specifying human resources of an enterprise are connected with a significant number of direct and feedback links which form several feedback loops, both amplifying and counterbalancing ones. The given cognitive map shows how tough it is to forecast the “reaction” of such system to any management action. As an example, let us assume the management of a company looks into raising the salary rate. Lower profitability of the company seems to be the most evident consequence of this, since the payroll is a component of costs. However, according to the cognitive diagram, a salary increase will also make possible lower staff turnover, a reasonable structure in terms of age, gender, education and qualification, higher productivity of labor and, through all of that, better profitability. Thus, on the one hand, a salary increase impairs profitability and, on the other hand, improves it.

![Fig. 1. Cognitive map of an enterprise’s human resources management](image-url)
The cognitive map does not answer the question of how much quantitatively the profitability parameters will change in case of raising wages of employees, but it allows us to identify at the qualitative level the mechanisms which make up all other parameter responses to the salary increase. Unlike cognitive modeling having a qualitative character, the flow modeling allows quantitative forecasting of dynamics of the simulated object parameters both with and without certain managerial actions.

Within the overall issue of human resources management, this work reviews its particular aspect — the analysis of a company’s nonproduction losses due to temporary disability of employees. The temporary disability of an employee is understood as his/her temporary inability to perform job duties because of health condition of either himself/herself or his/her family members. There may be singled out the following principal causes of temporary disability:

✦ Employee’s reporting sick due to newly or previously acquired disease. As a rule, such losses are more common with enterprises having either hazardous working conditions or predominantly female or older staff;

✦ Employee’s family member becoming sick which results in temporary absence due to nursing the sick family member. Such losses occur mostly at enterprises employing many women of reproductive age;

✦ Workplace and home injuries happen more often with male employees at enterprises with higher level of danger or hazard.

As per the data by United Inter-departmental System of Information and Statistics (EMISS), the number of temporary disability cases in the RF is 60.2 per 100 employees, the average duration of disability is 12.7 days (www.fedstat.ru). These numbers allow us to find out that workforce losses due to temporary disability of employees come to approximately 2–3 % per annum, which poses a series of problems for companies:

1. While sick, an employee does not perform his/her job duties which company-wise results in underperformance versus production and sale plans. In this respect, seasonal infectious diseases are a particularly unfavorable factor, since they cause large-scale absences of employees from their working places.

2. Temporary disability caused by industrial accidents may lead to additional company expenses related to full or partial payment of medical treatment of the injured.

The temporary disability may be partially controlled by the enterprise. The management actions listed below may be singled out:

1. Prevention measures with regard to seasonal diseases, such as vaccination of employees to reduce the rate of seasonal infections.

2. Development of social and non-specific preventive care (assignment of health resort vouchers, distribution of multivitamins) to raise immunity and resistance of employees to various diseases;

3. Installation of indoor equipment to reduce aerial circulation of viruses and bacteria and restrict the spread of infectious diseases;

4. Labor safety and personnel training measures to reduce the industrial accident rate.

The flow model of assessing corporate losses caused by temporary staff disability is aimed at substantiating the organizational and managerial decisions in the human resources management. The primary focus is on temporary disability of employees during the intensive spread of seasonal viral infections.

3. Description of the flow model assessing enterprise losses from staff’s temporary disability

3.1. Purposes of the development

1. Evaluation of an enterprise’s nonproduction losses due to temporary disability of its employees.

2. Assessing the impact of managerial action on the size of enterprise nonproduction losses due to temporary disability of its employees.

3.2. Basic assumptions of the model

1. An employee’s temporary disability may occur due to the following causes: seasonal infections; industrial accidents; other diseases. The temporary disability of an employee due to his/her family members’ sickness is not addressed in the model.

2. The industrial accident rate is stable during the entire year, as well as the frequency of other diseases. Other diseases are considered non-infectious.

3. The seasonal infections rate is of a clear-cut seasonal nature. Infections are passed via contacts of the healthy with the infected. The contacts may occur both in the workplace and outside. The likeliness of contagion depends on the number of contacts a healthy employee has with infected colleagues and on the degree of infection spread outside.

4. The overall immunity rate is a variable value depending on the season. Absolute specific immunity develops after twice consecutively contracting a seasonal viral infection.
It depends on the overall and specific immunity of an employee whether he/she gets infected or not.

5. The staff is permanent, i.e. nobody is dismissed or hired.

### 3.3. A list of employee conditions from the point of view of working hour losses due to temporary disability of employees

Pursuant to the model’s objectives and assumptions, we determine a list of possible conditions of employees and the logic of transition from one condition to another.

An employee condition is described with the following sequence of data:

\[ S = (Z, I, V, R), \]

where

- \( Z \) — health condition;
- \( I \) — the condition of specific immunity to seasonal infections;
- \( V \) — the ability to infect healthy employees upon contact;
- \( R \) — disability.

Health conditions (\( Z \)) may take the following values:

- \( Z_i \) — healthy, has never been ill with a seasonal infection;
- \( Z_i' \) — got infected with a seasonal infection for the first time;
- \( Z_i'' \) — got ill with a seasonal infection for the first time;
- \( Z_i''' \) — healthy after being ill with a seasonal infection once;
- \( Z_i'''' \) — got infected with a seasonal infection for the second time;
- \( Z_i''''' \) — got ill with a seasonal infection for the second time;
- \( Z_i'''''' \) — healthy after being ill with a seasonal infection twice;
- \( Z_i''''''' \) — injured, has never been ill with a seasonal infection;
- \( Z_i''''''' \) — sick with other diseases, has never been ill with a seasonal infection;
- \( Z_i'''''''' \) — injured, was ill with a seasonal infection once;
- \( Z_i''''''''' \) — sick with other diseases, was ill with a seasonal infection once;
- \( Z_i'''''''''' \) — injured, was ill with a seasonal infection twice;
- \( Z_i''''''''''' \) — sick with other diseases, was ill with a seasonal infection twice.

The condition of specific immunity to seasonal infections (\( I \)) is related to the degree of social protection of employees. It may take the following values:

- \( I_0 \) — existing specific immunity to seasonal infections.

The ability to infect healthy employees by a contact (\( V \)) is determined by organizational peculiarities of the working process and may take the following values:

- \( V_0 \) — not able to infect other employees;
- \( V_1 \) — able to infect other employees.

Disability (\( R \)) may take the following values:

- \( R_0 \) — does not perform job duties,
- \( R_1 \) — performs job duties.

For the sake of brevity, we will designate the employee condition as \( S_{z,i,v,r} \), where \( z \) — the \( Z \) value number, \( i \) — the \( I \) value number, \( v \) — the \( V \) value number, \( r \) — the \( R \) value number. For example, condition \( S_{1,0,0,1} \) is described as: healthy, has not been sick with a seasonal infection; has no specific immunity to seasonal infection, not able to infect other employees, keeps performing job duties. Since the components specifying the employee’s condition are not independent, not all of their combinations are possible. Let us list the possible conditions:

\[ S_{1,0,0,1}, S_{2,0,0,0}, S_{3,0,1,1}, S_{4,0,0,0}, S_{5,0,1,1}, S_{6,0,0,0}, S_{7,0,0,0}, S_{8,1,0,1}, S_{9,0,0,0}, S_{10,0,0,0}, S_{11,0,0,0}, S_{12,0,0,0}, S_{13,0,0,0}, S_{14,1,0,0}, S_{15,1,0,0}. \]

Thus, at any moment of time an employee may be in one of the 15 conditions.

The employee condition and transition graph is shown in Figure 2.

### 3.4. Equations of the model

The model equations use the following designations:

- \( L_i(t) \) — number of employees in an \( i \)-th condition (\( i = 1, \ldots, 15 \)) at the \( t \) moment of time;
- \( \lambda_{i,j}(t) \) — intensity of transition of employees from an \( i \)-th condition to a \( j \)-th condition;
- \( J_i^* \) — set of indices of conditions in which there exists a transition from an \( i \)-th condition;
- \( J_j^* \) — set of indices of conditions from which there exists a transition to an \( i \)-th condition.

Then the dynamics of staff number in various conditions is described with a system of 15 finite-difference equations of the following type:

\[
L_i(t+1) = L_i(t) - \sum_{j \in J_i^*} \lambda_{i,j}(t) \cdot L_j(t) + \sum_{j \in J_j^*} \lambda_{j,i}(t) \cdot L_j(t). \tag{1}
\]

The evaluation of an enterprise’s losses from temporary disability of employees is built on the dynamics of number of employees in different conditions.

Enterprise losses \( T \) (in man days) due to temporary disability of employees for an interval of time \((t_i, t_j)\) are calculated by formula (2):
In formula (2), $J_s$ is a set of indices of conditions where the employee is absent from work, $J_s = \{4, 8, 10, 11, 12, 13, 14, 15\}$.

Accordingly, enterprise losses $D$ due to temporary disability of employees for an interval of time $(t_1, t_2)$ are calculated by the formula:

$$D(t_1, t_2) = V \cdot T(t_1, t_2).$$

In formula (3), $V$ is the average labor productivity of the enterprise’s employees. It is calculated as the ratio of the enterprise’s annual receipts to the actually fulfilled man-days per year.

The intensity of transitions between conditions is determined with regard to intensity of disease spread.

$\lambda_{1,3}(t)$, $\lambda_{3,4}(t)$ are the intensities of infecting healthy employees without immunity to seasonal viral infections. They are calculated by the formula:

$$\lambda_{1,3}(t) = \lambda_{3,4}(t) = m \cdot (k_1 \cdot p_i(t) + k_2 \cdot p_s(t)).$$

Formula (4) uses the following designations:

$m$ — probability of infecting in case of contact with an infected or sick person at workplace or outside;

$k_1$ — average intensity of employee’s contacts at workplace;

$p_i(t)$ — probability of a contact with an infected employee; it is determined as the ratio of infected employees to those capable of working, i.e. by the formula:

$$p_i(t) = \frac{L_i(t) + L_s(t)}{L_i(t) + L_s(t) + L_0(t) + L_2(t) + L_4(t) + L_6(t) + L_8(t) + L_9(t)}.$$
In formula (9), \( \tau_{sl} \) is the average duration of a sick leave due to other diseases.

Intensities \( \lambda_{s,i} \), \( \lambda_{s,8} \) are equal and are calculated by the formula:

\[
\lambda_{s,i} = \lambda_{s,8} = \frac{1}{\tau_{\sigma}}.
\]

In formula (10), \( \tau_{\sigma} \) is the average duration of infection period.

Intensities \( \lambda_{s,1} \), \( \lambda_{s,5} \) are equal and are calculated by the formula:

\[
\lambda_{s,1} = \lambda_{s,5} = \frac{1}{\tau_{\mu}}.
\]

In formula (11), \( \tau_{\mu} \) is the average duration of a sick leave due to a seasonal infection.

The influence of management actions on the value of nonproduction losses from temporary disability of employees is measured through changing simulation parameters. The relationship between the parameters of the simulation and management impacts is given in Table 1.

### Table 1.

<table>
<thead>
<tr>
<th>Management targets</th>
<th>Management actions</th>
<th>Simulation parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reducing susceptibility to seasonal viral infections</td>
<td>- organizational and educational activity for the free vaccination of employees; - the enrichment of nutrition with vitamins; - providing preventive and curative services to employees in the medical departments of the enterprise; - full or partial payment of diagnostic, preventive, health services as a part of a social package of enterprise</td>
<td>( m, lm )</td>
</tr>
<tr>
<td>Impeding the spread of infection</td>
<td>- installation of equipment for air purification and ventilation in the premises of the enterprise; - minimizing the number of meetings with the participation of a large number of employees in period of active proliferation of seasonal viral infections; - encouraging employees to take sick leave</td>
<td>( k_{1}, m )</td>
</tr>
<tr>
<td>Reducing the overall incidence among the enterprise’s employees</td>
<td>- including voluntary health insurance programs in the social package of the enterprise; - carrying out regular medical examinations of employees; - equipping workplaces with equipment protecting against harmful environment factors; - the enrichment of nutrition with vitamins</td>
<td>( \lambda_{s,1}, \lambda_{s,2}, \lambda_{s,3}, \lambda_{s,4}, \lambda_{s,5}, \lambda_{s,6}, \lambda_{s,7}, \lambda_{s,8}, \lambda_{s,9}, \lambda_{s,10}, \lambda_{s,11}, \lambda_{s,12}, \lambda_{s,13} )</td>
</tr>
<tr>
<td>Reducing workplace injuries</td>
<td>- assessment of the workplaces; - rational schedule of working day including special time for rest and nutrition; - technical re-equipment of outdated production facilities, installation of protective screens, barriers</td>
<td>( \lambda_{s,1,1}, \lambda_{s,2,1}, \lambda_{s,3,1}, \lambda_{s,4,1}, \lambda_{s,5,1}, \lambda_{s,6,1}, \lambda_{s,7,1}, \lambda_{s,8,1} )</td>
</tr>
</tbody>
</table>

4. Testing the model

The model was tested in the Ufa Engine Industrial Association company, located in the Republic of Bashkortostan (www.umpo.ru). The purpose of the simulation was to evaluate the nonproduction losses of the enterprise associated with seasonal viral infections, as well as analysis of the effectiveness of management decisions aimed at reducing losses.

Ufa Engine Industrial Association is a large enterprise engaged in the development, production and after-sales service of gas-turbine engines for military aircraft. The number of employees exceeds 20,000. The enterprise is not classified as a company with hazardous working conditions. Since January 2006, a social package has been introduced, and the money may be used to pay for preventive and medical services, services of sports and fitness. Caring for the health of workers is an integral part of the social program of the enterprise. The company has its own recreation centers with services aimed at year-round recreation and health recovery of employees.
An estimation of model parameters was carried out with the use of enterprise data, regional and industrial statistics as well as on the basis of analytical materials devoted to seasonal viral infections. The following settings were used: the time step is equal to 1 day, the unit for time is the Day, the initial time is equal to zero, the final time is equal to 365. All simulation parameters were calculated according to the selected unit of measurement.

To assess such simulation parameters as the average time of incubation, the average time of infection, the average duration of sick leave due to the seasonal infection, the data of the websites of National Pulmonary Fund (www.legkie.org) and Influenza Research Institute (www.influenza.spb.ru) were used. According to these data, the incubation period for respiratory viral infection lasts from 1 to 3 days. The respiratory viral infection patient is most infectious to others for 2–3 days. Then the rate of viral replication in the body of the sick persons is greatly reduced, but the release of the virus into the environment may continue for up to 2 weeks. The total duration of respiratory viral infection is up to 14 days. However, most people recover in a period from 7 to 10 days. In this regard, in the calculations, the following values of the parameters were used: $\tau_\nu = 3$ days, $\tau_\nu = 2$ days, $\tau_\nu = 10$ days.

In order to estimate transition intensities to the states $S_{10,0,0,0}$, $S_{12,0,0,0}$, $S_{14,1,0,0}$ (the following parameters: $\lambda_1, 10$, $\lambda_1, 10$, $\lambda_2, 10$, $\lambda_2, 10$, $\lambda_3, 10$, $\lambda_3, 10$, $\lambda_5, 10$, $\lambda_5, 10$) the data of the website of Federal State Statistic Service of Russian Federation (www.gks.ru) were used. According to these data, the average number of employees in the industry “Manufacture of machines and equipment” in the year 2015 was 781,031 people, the number of injured at work to incapacity for 1 day or more and with a fatal outcome was 1,369 people. Consequently, transition intensities to the states $S_{10,0,0,0}$, $S_{12,0,0,0}$, $S_{14,1,0,0}$ in the simulation are equal to 0.0000048. The number of man-days of disability of injured at work to incapacity for 1 day or more and with a fatal outcome is 62,179. On this basis, the average duration of incapacity for work due to occupational injuries is 45.4 days (the parameter $\tau_\nu$).

To assess transition intensities to the states $S_{11,0,0,0}$, $S_{13,0,0,0}$, $S_{15,1,0,0}$ (the following parameters: $\lambda_1, 11$, $\lambda_1, 11$, $\lambda_2, 11$, $\lambda_2, 11$, $\lambda_3, 11$, $\lambda_3, 11$, $\lambda_5, 11$, $\lambda_5, 11$) the data on total incidence rates and temporary disability of the population of the Republic of Bashkortostan in the year 2015 were used as shown on the website of the Federal State Statistic Service of Russian Federation (www.gks.ru). On this basis, transition intensities to the states $S_{11,0,0,0}$, $S_{13,0,0,0}$, $S_{15,1,0,0}$ in the simulation are equal to 0.000821.

5. Model implementation

A flow model has been implemented in the VenSim PLE package (https://vensim.com). The advantages of this package which predetermined its choice as a modeling environment are: convenient intuitive interface, support both cognitive and flow modeling, free of charge for use in academic purposes, the ability to export simulation results.

As an example, let us see the results of two model simulations held to assess preventive measures aimed at raising the overall immunity of an enterprise’s staff. The model parameter $Im$, which reflects the state of overall immunity of employees, was calculated by formula (12) in the first experiment and by formula (13) in the second:

$$ Im = \begin{cases} 0.5 & \text{from week 36 till week 45} \\ 0.53 & \text{otherwise} \end{cases} $$

$$ Im = \begin{cases} 0.6 & \text{from week 36 till week 45} \\ 0.63 & \text{otherwise} \end{cases} $$

As can be seen from the formulas, the immunity rate in the second simulation is better than in the first, which reflects the influence of preventive measures. The immunity deterioration in the period from week 36 till week 45 in both experiments reflects a known biological pattern that, according to medical data, at that time (late winter – early spring) most of people have worse immunity than at any other time of year (www.influenza.spb.ru).

![Fig. 3. Number of enterprise employees temporarily out of job duties because of a seasonal viral infection](image)
The rest of the parameters were the same in both simulations.

Figure 3 shows the dynamics of the number of an enterprise staff who are temporarily not performing their job duties because of falling ill to a seasonal viral infection.

As can be seen from Figure 3, preventive measures to raise overall immunity can significantly relieve the problem of massive absence from workplaces during seasonal viral epidemics.

Conclusion

Cognitive modeling is used in this work to structure the issue of human resources management at an enterprise. Analysis of the cognitive map has shown that the parameters specifying human resources of an enterprise are connected by a significant number of direct and feedback links, both amplifying and counter-balancing ones. This predetermines the complexity of forecasting and assessing the efficiency of managerial decisions in human resources management.

This work offers a flow model which allows one to evaluate the nonproduction losses of an enterprise caused by temporary disability of its employees. It is shown that on the basis of this model it is possible to review the efficiency of managerial actions, such as vaccination of employees, non-specific prevention, installation of air treatment equipment, labor safety and efforts to improve work discipline.
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Аннотация

Статья посвящена проблеме управления трудовыми ресурсами на предприятии. Трудовые ресурсы рассматриваются как динамический объект управления, характеризующийся большим количеством показателей, отражающих отдельные аспекты его состояния. Традиционные методики анализа трудовых ресурсов, во-первых, носят ретроспективный характер, а во-вторых, рассматривают отдельные аспекты управления трудовыми ресурсами изолированно друг от друга. Предлагаемые управленческие решения оцениваются с точки зрения их влияния на отдельные показатели, но не оценивается их синергетический эффект. Для преодоления указанных недостатков предлагается использовать метод динамического моделирования, включающий когнитивное и потоковое моделирование.

Когнитивное моделирование позволяет идентифицировать механизмы, формирующие реакцию системы на управленческие и возмущающие воздействия. В работе представлена когнитивная карта проблемы управления трудовыми ресурсами, включающая значительное число усиливающих и уравновешивающих контуров обратных связей. Это означает, что рассматриваемый объект управления характеризуется такими свойствами, как нелинейность динамики и противонатуривность поведения. Описанные особенности обуславливают сложность прогнозирования его реакции на управленческие и возмущающие воздействия.

Также в работе в рамках общей проблемы управления трудовыми ресурсами рассматривается ее отдельный аспект — анализ непроизводственных потерь предприятия от временной нетрудоспособности работников. Под временной нетрудоспособностью работника понимается его неспособность временно исполнять трудовые обязательства в связи с состоянием здоровья или самого работника, или членов его семьи. Временная нетрудоспособность работников рассматривается как параметр, частично управляемый со стороны предприятия. В работе описана потоковая модель оценки непроизводственных потерь предприятия от временной нетрудоспособности его работников, в которой внимание фокусируется на временной нетрудоспособности работников в период активного распространения сезонных вирусных инфекций. Предложенная модель может быть использована для оптимизации затрат предприятия на управление трудовыми ресурсами с точки зрения соотношения затрат и результатов.

Ключевые слова: управление трудовыми ресурсами, динамическое моделирование, когнитивная карта, потоковое моделирование.
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Abstract

A model for organizing cargo transportation between two node stations connected by a railway line which contains a certain number of intermediate stations is considered. The movement of cargo is in one direction. Such a situation may occur, for example, if one of the node stations is located in a region which produce raw material for manufacturing industry located in another region, and there is another node station. The organization of freight traffic is performed by means of a number of technologies. These technologies determine the rules for taking on cargo at the initial node station, the rules of interaction between neighboring stations, as well as the rule of distribution of cargo to the final node stations. The process of cargo transportation is followed by the set rule of control. For such a model, one must determine possible modes of cargo transportation and describe their properties.

This model is described by a finite-dimensional system of differential equations with nonlocal linear restrictions. The class of the solution satisfying nonlocal linear restrictions is extremely narrow. It results in the need for the “correct” extension of solutions of a system of differential equations to a class of quasi-solutions having the distinctive feature of gaps in a countable number of points. It was possible numerically using the Runge–Kutta method of the fourth order to build these quasi-solutions and determine their rate of growth. Let us note that in the technical plan the main complexity consisted in obtaining quasi-solutions satisfying the nonlocal linear restrictions. Furthermore, we investigated the dependence of quasi-solutions and, in particular, sizes of gaps (jumps) of solutions on a number of parameters of the model characterizing a rule of control, technologies for transportation of cargo and intensity of giving of cargo on a node station.

Key words: organizing cargo transportation, dynamic model, differential equations, solution of the traveling wave type, numerical realization.
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Introduction

Research has been devoted to the problem of organizing cargo transportation; in particular, it is considered in works [1–7]. In [8–10] a model devoted to studying the process of organizing cargo transportation realized through a number of technologies is investigated. The distinctive feature of this model is studying the modes of cargo transportation satisfying the set “simple” control system. Several variants of the model are considered.

The first version describes transnational transportation, i.e. transportation without a selected initial station of departure and a final station of distribution of cargo. This version of the model is given by a countable system of differential equations with nonlocal linear restrictions:

\[ \dot{z}_i(t) = ax_{i-1} - 2ax_i + ax_{i+1} + \varphi(z_i), \ i \in \mathbb{Z}, \ t \in [0, +\infty), \] (1)
\[ z_i(t) = z_{i+1}(t+\tau), \ i \in \mathbb{Z}, \ t \in [0, +\infty). \] (2)

where \( z_i(t) \) — the number of the involved nodes at the station with number \( i \) in timepoint \( t \);

\( \tau \) — the characteristic of control.

Definition 1. The family of absolutely continuous functions \( \{z_i(t)\}_{i \in \mathbb{Z}} \), defined on \([0, +\infty)\), it called the decision of the system of differential equations (1), if almost all \( t \in [0, +\infty) \) functions \( z_i(t) \) satisfy this system.

Solutions of the system of differential equations (1), satisfying the condition (2) are called solutions of the traveling wave type. The theorem of existence and uniqueness of solutions of traveling wave type is proven. From the substantive point of view, this theorem describes a possible mode of cargo transportation at the quantity of the involved nodes recorded in the initial time point on a randomly selected station.

The second version describes transportation with a selected initial station of departure of the cargo. This version of the model is given by the countable system of differential equations with nonlocal linear constraints:

\[ \dot{z}_i(t) = \dot{\varphi}(t) - ax_{i-1} + 2ax_i + \varphi(z_i), \ i \in [0, +\infty), \] (3)

\[ \dot{z}_i(t) = ax_{i-1} - 2ax_i + ax_{i+1} + \varphi(z_i), \ i = 1, 2, ..., t \in [0, +\infty), \] (4)

\[ z_i(t) = z_{i+1}(t+\tau), \ i = 0, 1, 2, ..., t \in [0, +\infty). \] (5)

Apparent, unlike system (1) – (2), the first equation is allocated here. The function participating in this equation describes the intensity of handover of cargo on the initial station. As it appeared, the class of solutions of system (3) – (5) is extremely narrow. This leads to the need to “correct” the extension of the class of solutions of the traveling wave type to the class “quasi-travelling” wave type.

Definition 2. The family of piecewise absolutely continuous functions \( \{z_i(t)\}_{i \in \mathbb{Z}} \), defined on \([0, +\infty)\), it called a quasi-solution of the traveling wave type with characteristic \( \tau > 0 \) for the system (3) – (5), if all \( t \in [0, +\infty) \) functions \( z_i(t) \) satisfy the system, and gaps are located at the points \( k\tau, \ k = 1, 2, ... \).

It should be noted that another possible way to expand the class of traveling wave type solutions to the class of “quasi-traveling” wave type making waves is the weakening of the nonlocal linear constraints (5) (assuming implementation of these restrictions with some error). However, for these restrictions to define the control system at cargo transportation in this type of expansion is unacceptable as the control system (5) is the simplest and therefore realized.

The theorem of existence and uniqueness of the traveling wave type quasi-solution is proven. As follows from definition 2, quasi-solution components have gaps in points multiple \( \tau \). This theorem also describes the possible mode of cargo transportation at the quantity of the involved nodes recorded in initial the time point at an arbitrary fixed station. However, unlike the previous version of the model, this mode of transportation involves a sharp change in the number of involved nodes (jumps) in time points multiple to the characteristic of the control system. Considering the small equipment of intermediate stations, a change of number of the involved nodes cannot be too big. This leads to the formulation of the problem of minimizing the magnitude of the jumps, depending on the parameters of the system, which is also solved.

The third version describes transportation between a dedicated initial station of departure and final station of distribution of cargo. This version of the model describes the cargo on the long section of the route between the two node stations. Unlike the first and second versions, this version of the model is described by a finite number of differential equations with nonlocal linear constraints. The class of solutions of this system is also very narrow, so, here, as well as for system (3) – (5), there is an expansion of a class of solutions of traveling-wave type to class of solutions of “quasi-traveling” wave type. As in the previous case, considering the small equipment of intermediate stations, a change of number of the involved nodes cannot be too big. This leads to the formulation of the problem of minimizing the magnitude of the jumps, depending on the parameters and the
data of system, which is also solved. From the practical point of view, the numerical realization of this version of the model is very important. This work is devoted to this task. The numerical realization will allow us to investigate dependence of traveling-wave type quasi-solutions, and in particular the sizes of gaps (jumps) of solutions, from a number of parameters of model.

Before passing on to the description of the results of numerical realization, we will provide a description of the model and theoretical base.

1. Description of the model

We will consider a model of transportation with an initial station of departure of cargo \( i = 0 \), intermediate stations \( i = 1, 2, \ldots, m \) and final station of distribution of cargo \( i = m + 1 \). It is supposed that between two neighboring stations there is an interchange railway track where part of cargo can temporarily be stored in special storage areas. We consider the capacity of such storage areas unlimited. The movement of cargo happens in one direction. On any intermediate station with number \( i \) cargo can arrive as from the previous station with number \( (i - 1) \) and the storage area located between them. Similarly, from any intermediate station with number \( i \) cargo can be sent or to the following station with number \( (i + 1) \) or on the storage area located between them.

Work of all stations consists of receiving, processing and shipping cargo, and stations have a set capacity. Capacity is understood as the maximum volume of cargo which can pass through the intermediate station for a single interval of time. Processing of cargo happens in nodes of stations. At any time, the number of involved processing nodes at any time, a single volume of cargo is processed. It is obvious that the quantity of the involved nodes with a speed \( \alpha(z_{i+1} - z_i) \) (i.e. to accept freight from the previous station if the quantity of the involved nodes on \((i - 1)\)-th station is less than on \( i \)-th station, or to send to a storage area if the quantity of the involved nodes on \((i - 1)\)-th station is more than on \( i \)-th station). According to the rule of interaction with the subsequent station, the station with number \( i \), depending on the quantity of the involved nodes on \((i - 1)\)-th station, has to reduce or increase the quantity of the involved nodes on \((i + 1)\)-th station, or to accept from a storage area if the quantity of the involved nodes on \( i \)-th station is less than on \((i + 1)\)-th station).

At the initial station \((i = 0)\), the first technology is determined by means of the rule of interaction with the subsequent station and rules of handover of freight on it, determined by the function \( \psi_i(t) \), depending on time variable \( t \geq 0 \). We assume that the function \( \psi_i(\cdot) \) is piece-wise infinitely differentiable.

The first technology does not account for conditions of limited throughput capacity of stations. Furthermore, it does not allow us to use the full potential of stations. Therefore, along with the first technology, other technology is also used.

The second technology for intermediate stations allows us to increase the number of the involved nodes (if it does not exceed \( \Delta \)) or decrease them (if it exceeds \( \Delta \)). In this case, the freight is accepted from a storage area or goes to a storage area. It follows from determination of the second technology that the function setting the speed of change of the number of involved processing nodes within this technology has the following properties: on a half-line \((-\infty, 0]\) identically equal 0, on an interval \((0, z_{opt})\) is increasing, in a point \( z_{opt} \) accepts the maximum value, on a half-line \((z_{opt}, +\infty)\) is decreasing, in a point \( \Delta \) accepts zero value, and on a half-line is linear. The schedule of this function is represented in Figure 1.

![Figure 1](image-url)

**Fig. 1.** Speed of change of the number of involved processing nodes at the intermediate station within the second technology
We assume that function \( \varphi(.) \) is twice continuously differentiable, with regularly limited first and second derivatives. It is obvious that such a function and its derivative meet Lipschitz’s condition with constants \( L_0 \) and \( L_1 \), respectively. We will designate \( c = -\varphi(\Delta) \). Parameter \( c > 0 \) determines the intensity of sending freight from intermediate stations to storage areas.

For the initial station \( (i = 0) \), the second technology is used only for unloading. Therefore, the speed of change of the number of involved handling nodes at the initial station within the second technology is described by the function \( \varphi_0(.) \), depending on the quantity of the involved nodes at the initial station which schedule is represented in Figure 2.

![Fig. 2. Speed of change of the number of involved processing nodes at the initial station within the second technology](image)

It is obvious that in case the amount of freight on 0-th station is not exceeding \( \Delta \), only the first technology is used. We will designate \( c_0 = -\varphi_0(\Delta) \). Parameter \( c_0 > 0 \) determines the intensity of sending freight from the initial station to the storage area.

At the final station \( (i = m + 1) \), the first technology is determined by means of the rule of interaction with the previous station and the rule for apportionment of freight from it, described by function \( \varphi_1(.) \), \( t \geq 0 \). We assume that function \( \varphi_1(.) \) is piecewise continuous. The second technology for a final station is the same as for intermediate stations.

For cargo transportation, it is necessary to have an efficient and simple control system. The amounts of the processed freight for any planned interval of time at all stations shall match a certain log of time, single for all stations. Such a condition can be described in the following way: there is a number \( \tau > 0 \), which is not depending on \( \tau \) and \( \varphi(.) \), that at all \( i = 0, 1, 2, ..., m \) and \( t \in [0, +\infty) \) equality is carried out:

\[ z_i(t) = z_{i+1}(t + \tau). \]

Thus, taking into account the work of the first and second technologies, and also the control systems, accept-

\[
\begin{align*}
\dot{z}_0(t) &= \psi_0(t) - \alpha z_0 + \alpha z_1 + \varphi_0(z_0), \ t \in [0, +\infty), \\
\dot{z}_i(t) &= \alpha z_{i-1} + 2\alpha z_i + \alpha z_{i+1} + \varphi(z_i), \\
&\quad i = 1, 2, ..., m, \ t \in [0, +\infty) \\
\dot{z}_{m+1}(t) &= \alpha z_m - \alpha z_{m-1} - \psi_1(t) + \varphi_1(z_{m+1}), \ t \in [0, +\infty), \\
z_i(t) &= z_{i+1}(t + \tau), \ i = 0, 1, 2, ..., m, \ t \in [0, +\infty).
\end{align*}
\]

The solution of the system of differential equations (6) – (8), satisfying the condition (9) is called a solution of traveling-wave type.

2. Theoretical basis of research

In works [8–10] the system (6) – (9) has been investigated. We will give substantial aspects of this research.

By means of replacement of time \( t \to \tau t \) we will rewrite the system (6) – (9) in the form:

\[
\begin{align*}
\dot{x}_0(t) &= \tau [\psi_0(t)-\alpha x_0 + \alpha x_1 + \varphi_0(x_0)], \ t \in [0, +\infty), \\
\dot{x}_i(t) &= \tau [\alpha x_{i-1} - 2\alpha x_i + \alpha x_{i+1} + \varphi(x_i)], \\
&\quad i = 1, 2, ..., m, \ t \in [0, +\infty) \\
\dot{x}_{m+1}(t) &= \tau [\alpha x_m - \alpha x_{m-1} - \psi_1(t) + \varphi(x_{m+1})], \ t \in [0, +\infty), \\
x_i(t) &= x_{i+1}(t + 1), \ i = 0, 1, 2, ..., m, \ t \in [0, +\infty)
\end{align*}
\]

where

\[ x_i(t) = z_i \left( \frac{t}{\tau} \right), \ \bar{\psi}_1(t) = \psi_1 \left( \frac{t}{\tau} \right), \ \bar{\psi}_0(t) = \psi_0 \left( \frac{t}{\tau} \right). \]

At the initial stage we considered narrowing of system (10) – (13) on the segment \([0,1]\), i.e. system:

\[
\begin{align*}
\dot{x}_0(t) &= \tau [\bar{\psi}_0(t)-\alpha x_0 + \alpha x_1 + \varphi_0(x_0)], \ t \in [0,1] \\
\dot{x}_i(t) &= \tau [\alpha x_{i-1} - 2\alpha x_i + \alpha x_{i+1} + \varphi(x_i)], \\
&\quad i = 1, 2, ..., m, \ t \in [0,1] \\
\dot{x}_{m+1}(t) &= \tau [\alpha x_m - \alpha x_{m-1} - \bar{\psi}_1(t) + \varphi(x_{m+1})], \ t \in [0,1] \\
x_i(0) &= x_{i+1}(1), \ i = 0, 1, 2, ..., m.
\end{align*}
\]

The theorem of existence and uniqueness of the solution of system (14) – (17) has been proven. According to the solution \( \{x_i(.)\}_{i=0,1,2,...,m+1} \) of system (14) – (17) func-
tions $\overline{\phi}(t)$, $\overline{\psi}(t)$ and $(x_i(t))_{i=0,1,2,...,m+1}$ on a half-line $[0, +\infty)$ have been constructed:

$$\begin{align*}
\dot{x}_i(t) &= \ddot{x}_i(t), \quad t \in [0,1]; \\
x_i(t) &= x_{i-1}(t-1), \quad i = 1, 2, ..., m+1, \\
t \in (k, k+1), \quad k = 1, 2; \\
x_i(t) &= x_i(t-1) + \frac{\dot{\psi}(t-1)}{a} + \frac{\phi(x_i(t-1)) - \phi(x_{i+1}(t-1))}{\alpha}, \\
t \in (k, k+1), \quad k = 1, 2, ...; \\
\overline{\psi}(t) &= \frac{1}{a} \frac{\ddot{\psi}(t)}{a} + \frac{1}{a} [\phi(x_i(t-1)) - \phi(x_{i+1}(t-1))] \ddot{x}_i(t-1) + \\
&+ \frac{x_i(t-1)}{\tau} + \frac{\dot{\psi}(t-1)}{a} + \frac{\phi(x_i(t-1)) - \phi(x_{i+1}(t-1))}{\alpha}, \\
t \in (k, k+1), \quad k = 1, 2, ...; \\
\overline{\psi}_i(t) &= \alpha x_i(t-1) - \alpha x_{i+1}(t-1), \quad t \in (k, k+1), \quad k = 1, 2, ....
\end{align*}$$

**Definition 3.** The quasi-solution of system (10)-(13) is called the set of piecewise strongly absolutely continuous functions $(x_i(t))_{i=0,1,2,...,m+1}$ with gaps only in points $k = 1, 2, ...$ and almost everywhere satisfying to this system.

The lemma is proven according to which the solution of the boundary value problem (14) – (17), extended to the half $[0, +\infty)$ in the relations (18), is the quasi-solution of system (10) – (13).

### 3. Results of numerical experiments

As was noted, this work is devoted to numerical implementation of the given model for organizing cargo transportation. We will give the results of research into the numerical solution of the system (10) – (13) describing this model. In numerical experiments, the number of stations was equal to 10: the initial station of positioning freight $(i = 0)$, intermediate stations $(i = 1, 2, ..., 8)$ and final station of distribution of freight $(i = 9)$. According to the results given in the previous paragraph, numerical implementation of system (10) – (13) consists of two stages. At the first stage, the solution of the system which is restriction of the initial system (10) – (13) on the segment $[0,1]$ has been constructed:

$$\begin{align*}
\dot{x}_i(t) &= \tau [\dot{\psi}(t) - \alpha x_i + \alpha x_i + \phi(x_i)], \quad t \in [0,1]; \\
\dot{x}_i(t) &= \tau [\alpha x_{i-1} - \alpha x_i + \alpha x_i + \phi(x_i)], \\
&\quad t = 1, 2, ..., 8, \quad t \in [0,1] \\
\dot{x}_i(t) &= \tau [\alpha x_{i-1} - \alpha x_i + \phi(x_i)], \\
&\quad t \in [0,1].
\end{align*}$$

Before passing to the numerical solution of this system, it is necessary to define functions $\phi(.)$, $\overline{\phi}(t)$, $\overline{\psi}(t)$. Function $\phi(.)$ on the segment $[0, \Delta]$ is set by means of a parabola $y = -ax^2 + bx$, where $a > 0, y(\Delta) = 0$ (see Figure 1). Thus, coefficients of a parabola are connected by the ratio $b = a \Delta$. It is obvious that the greater is $a$, the greater the intensity of cargo received on the second technology. We will pass to the choice of functions $\overline{\phi}(.)$ and $\overline{\psi}(.)$. We remind the reader that these functions determine, respectively, intensity of shipping freight at the initial station and intensity of distribution of freight from the final station. It is obvious that the intensity of shipping freight at the initial station is subject to seasonality. Moreover, in order to avoid jams at stations, the cargo receiving period at the initial station shall be replaced by the period of more intensive freight shipment with initial to the following station. Similar reasoning is fair also for the final station (the distribution period of freight from a final station is replaced by the period of more intensive receiving of cargo from the previous station). Owing to the above, in quality $\overline{\phi}(.)$ and $\overline{\psi}(.)$ periodic functions $\overline{\phi}(t) = \overline{\psi}(t) = \gamma \cos(\omega t)$ are used, while amplitude and the period of functions are model parameters. After definition of functions $\phi(.)$, $\overline{\phi}(t)$, $\overline{\psi}(t)$ we proceed to the solution of the boundary value problem (19) – (22). The solution algorithm is as follows.

1. We find the solution of equations (19) – (21) with initial conditions

$$x_i(0) = \Delta, \quad x_i(0) = \Delta, ..., \quad x_i(0) = \Delta.$$

For the solution found $(x_i(.))_{i=0}^9$ we calculate the following expression:

$$Q = (x_0(0) - x_0(1))^2 + (x_i(0) - x_i(1))^2 + ... + (x_9(0) - x_9(1))^2.$$

2. For a previously set small value $\varepsilon > 0$ by means of a gradient method, we find the solution of the system of differential equations (19) – (21) with initial conditions for which the condition $Q < \varepsilon$ is satisfied. On each iteration of a gradient method, the solution of the system of equations (19) – (21) is found by means of the method of Runge-Kutta, fourth order. Thus, we receive the solution of the system (19) – (21) for which the condition (22) is satisfied with a certain accuracy. We will call such decisions solutions of the system (19) – (22). At the second stage, the solution of the boundary value problem (19) – (22) continues in (1, $+\infty$) accordance with the re-
As we know from the previous section, as a result we get the quasi-solution system (10) – (13), i.e. functions \( x_i(\cdot) \), satisfying this system and having gaps at the points \( k = 1, 2, \ldots \).

The main purpose of the study – to determine the form and dynamics of the quasi-solution of the system (10) – (13) and also to study their dependence on model parameters \( \alpha, \beta, \gamma, \omega, c, e \) and \( \tau \). Note that all these parameters are positive. The results of the numerical experiments are presented in the following two propositions.

**Proposition 1.** Quasi-solutions of system (10) – (13) satisfy the following restriction

\[
\Delta_i - e^{\beta_i} \leq x_i(t) \leq \Delta_i + e^{\beta_i}, i = 0, 1, \ldots, 9,
\]

where

\[
\Delta_i < \Delta + 1, \Delta_i > \Delta - 1, \beta_i > 0, \beta_i > 0. \tag{23}
\]

Thus, according to proposition 1, quasi-solutions of the system (10) – (13) both from above, and from below are majorized by exponential functions. For example, the schedule of one of quasi-solutions of system (10) – (13) is provided on Figure 3.

This quasi-solution is received at \( \Delta = 10 \) and the following values of parameters:

\[
\alpha = 60, \alpha = 0.1, \gamma = 5, \omega = 2\pi, c_0 = 0.1, c = 0.1, \tau = 1. \tag{24}
\]

To see ruptures of functions on schedules, we will give a small fragment of Figure 3 (a segment \([3.5; 5.5]\), gaps in points 4 and 5).

As can be seen from Figure 4, the biggest gap at these points has a function \( x_0(\cdot) \). Further, with increasing numbers coordinates quasi-solution breaks are reduced. This trend remains also in the subsequent integer points. For comparison, in Figure 5 we will provide histograms of ruptures of functions \( x_0(\cdot), x_1(\cdot), x_2(\cdot), x_3(\cdot) \) (histograms of other functions aren’t provided to avoid encumbering the figure).

For these values of the parameters of inequality (23) takes the following form:

\[
10.75 - e^{0.01} \leq x_i(t) \leq 9.25 + e^{0.01}, \quad i = 0, 1, \ldots, 9.
\]

Parameters \( \beta_i, \beta_i \) of the functions majorizing quasi-solutions of the system (10) – (13) depend on the parameters of this system; therefore, we will designate them:

\[
\beta_i = \beta_i(\alpha, \beta, \gamma, \omega, c, e, \tau), \quad \beta_i = \beta_i(\alpha, \beta, \gamma, \omega, c, e, \tau).
\]

As a result of numerous experiments, it has been revealed that function \( \beta_i(\cdot) \) is monotone in all parameters except for the parameter \( c \) concerning which it is invariable. Function \( \beta_i(\cdot) \) also is monotone in all parameters except for the parameter \( \alpha \), concerning which it is invariable. We will provide more detailed formulation of this result in the following proposition.

**Proposition 2.** Functions \( \beta_i(\cdot) \) and \( \beta_i(\cdot) \) have the following properties:
We will give below schedules of quasi-solutions of system (10) – (13) in which alternately value of one of parameters differs from the value given in (24) at invariable values of other parameters. At the same time value $\Delta$ is also invariable and equal to 10. Besides, for these quasi-solutions we will receive estimate (23).

The schedule of the quasi-solution of system (10) – (13) with the following values of parameters is shown on Figure 6:

\[
\begin{align*}
\alpha &= 85, a = 0.1, \gamma = 5, \omega = 2\pi, c_0 = 0.1, c = 0.1, \tau = 1.
\end{align*}
\]

![Fig. 6. Quasi-solution schedule of the system of differential equations with the increased value of parameter $\alpha$](image)
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We will notice that in comparison with (24), value $\alpha$ is increased. For these values of the parameters, inequality (23) takes the following form:

\[
10.86 - e^{0.07t} \leq x_i(t) \leq 9.29 + e^{0.06t}, \quad i = 0,1,\ldots,9.
\]

The schedule of the quasi-solution of system (10) – (13) with the following values of parameters is shown on Figure 7:

\[
\begin{align*}
\alpha &= 60, a = 0.4, \gamma = 5, \omega = 2\pi, c_0 = 0.1, c = 0.1, \tau = 1.
\end{align*}
\]

![Fig. 7. Quasi-solution schedule of system of the differential equations with the increased value of parameter $a$](image)

In comparison with (24), value $a$ is increased. For these values of the parameters, inequality (23) takes the following form:

\[
10.61 - e^{0.13t} \leq x_i(t) \leq 9.63 + e^{0.13t}, \quad i = 0,1,\ldots,9.
\]

The schedule of the quasi-solution of system (10) – (13) with the following values of parameters is shown on Figure 8:

\[
\begin{align*}
\alpha &= 60, a = 0.1, \gamma = 10, \omega = 2\pi, c_0 = 0.1, c = 0.1, \tau = 1.
\end{align*}
\]

![Fig. 8. Quasi-solution schedule of the system of differential equations with the increased value of parameter $\omega$](image)

In comparison with (24), value $\omega$ is increased. For these values of the parameters, inequality (23) takes the following form:

\[
10.86 - e^{0.13t} \leq x_i(t) \leq 9.29 + e^{0.08t}, \quad i = 0,1,\ldots,9.
\]
The schedule of the quasi-solution of system (10) – (13) with the following values of parameters is shown on Figure 10:

$$\alpha = 60, \sigma = 0.1, \gamma = 5, \omega = 2\pi, c_0 = 2, c = 0.1, \tau = 1.$$  

In comparison with (24), value \(c_0\) is increased. For these values of the parameters, inequality (23) takes the following form:

$$10.92 - e^{0.1i} \leq x_i(t) \leq 9.26 + e^{0.01i}, \quad i = 0, 1, \ldots, 9.$$  

Lastly, the schedule of the quasi-solution of the system (10) – (13) with the following values of parameters is shown on Figure 12:

$$\alpha = 60, \gamma = 5, \omega = 2\pi, c = 0.1, c_0 = 0.1, c = 0.1, \tau = 4.$$  

In comparison with (24), value \(\tau\) is increased. For these values of the parameters, inequality (23) takes the following form:

$$10.79 - e^{0.04i} \leq x_i(t) \leq 9.42 + e^{0.03i}, \quad i = 0, 1, \ldots, 9.$$  

In conclusion, we will pass to the analysis of results of the following from proposition 2 and having practical value. It follows from proposition 2 that growth of quasi-solutions of the system (10) – (13) decreases with an increase of parameters \(\alpha\) and \(\tau\), and also with reduction of parameters \(\gamma\) and \(\omega\). Numerical experiments have shown that similarly conduct to themselves and ruptures of quasi-solutions of the system (10) – (13), i.e. they decrease with an increase of parameters \(\alpha\) and \(\tau\) and reduction of parameters \(\gamma\) and \(\omega\). For example, for comparison
with Figure 5, we will provide histograms of ruptures of functions $x_0(\cdot), x_1(\cdot), x_2(\cdot), x_3(\cdot)$, which are components of quasi-solutions of the system (10) – (13) with the increased value of parameter $\alpha$ (with 60 to 85) and at invariable values of other parameters (Figure 13).

We remind the reader that parameters $\gamma$ and $\omega$ are characteristics of intensity of shipping freight on the initial station and cannot be operated by the organizer of cargo transportation unlike parameters $\alpha$ and $\tau$. Thus, the organizer of cargo transportation can effectively reduce the load of stations, increasing intensity of the movement of freight traffic (parameter $\alpha$) and the characteristic of the control system (parameter $\tau$). However, here it must be kept in mind that for great values $\tau$ the control system loses relevance. Thus, the choice of parameter $\alpha$ depends only on the technical capabilities of the infrastructure of cargo transportation, and the choice of parameter $\tau$ has to be reached at the expense of a compromise between technical capabilities of the infrastructure of cargo transportation and the relevance of the control system.

Conclusion

This article is devoted to numerical realization of a model for organizing cargo transportation between two node stations with a set rule of control. Such a model is described by a finite-dimensional system of differential equations with nonlocal linear restrictions (the rule of control). The class of the solution satisfying nonlocal linear restrictions is extremely narrow. It results in the need for the “correct” extension of solutions of the system of differential equations to a class of quasi-solutions. Based on the theoretical basis presented in [8–10], it was possible numerically using the Runge–Kutta method to build these quasi-solutions and determine their rate of growth. Furthermore, dependence of the quasi-solutions and, in particular, the sizes of gaps (jumps) on solutions from a number of the parameters of the model characterizing a rule of control, and technologies for transportation of cargo and intensity of shipping cargo on a node station has been researched.
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Аннотация
В статье рассматривается модель организации грузоперевозок между двумя узловыми станциями, соединенными железнодорожной линией, которая содержит определенное количество промежуточных станций. Движение грузопотока осуществляется в одном направлении. Такая ситуация может иметь место, например, в случае, если одна из узловых станций расположена в регионе добычи сырья для предприятия, находящегося в другом регионе и располагающего другой узловой станцией. Организация грузоперевозок осуществляется с помощью ряда технологий. Эти технологии определяют правило подачи грузов на начальную узловую станцию, правила взаимодействия соседних станций, а также правило распределения грузов с конечной узловой станции. Процесс грузоперевозок сопровождается заданным правилом контроля. Для такой модели требуется определить возможные режимы грузоперевозок и описать их свойства.

Данная модель описывается конечномерной системой дифференциальных уравнений с нелокальными линейными ограничениями. Класс решений, удовлетворяющих нелокальным линейным ограничениям, оказывается чрезвычайно узким. Это приводит к необходимости «правильного» расширения решений системы дифференциальных уравнений до класса квазирешений, отличительной особенностью которых является наличие разрывов в счетном числе точек. С помощью метода Рунге–Кутта четвертого порядка удалось численно построить указанные квазирешения и определить скорость их роста. Отметим, что в техническом плане основная сложность заключалась именно в получении квазирешений, удовлетворяющих нелокальным ограничениям. Кроме того, исследована зависимость квазирешений и, в частности, величин разрывов (скачков) решений от ряда параметров модели, характеризующих правило контроля, технологии перевозки грузов и интенсивность подачи грузов на узловую станцию.

Ключевые слова: организация грузоперевозок, динамическая модель, дифференциальные уравнения, решения типа бегущей волны, численная реализация.
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Development of requirements for a decision support system aimed at quality assessment of public services provided based on the ontological approach

Abstract

This article describes the requirements for a decision support system which is designed to assess the quality of public services. Requirements for a decision support system are used as a starting point at its design stage and determine the functions of the developed system without showing the mechanism of its implementation. At the same time, the requirements serve as constraints in the process of system development. The set of the developed requirements for the decision support system includes basic, functional, non-functional and economic requirements.

We propose to use the ontological approach in the development of requirements for the system. This allows us to solve a number of problems arising from the description of the requirements in natural language: the lack of exposition clarity, misrepresentation of the requirements and so on. The ontological model allows developers to interpret the requirements in the same way, to structure the specification of requirements for the system and to eliminate blurring in their definitions. Ontological representation of knowledge about requirements for the developed system and about the system providing public services in general is used for the semantic integration of existing information resources, appropriate interpretation of the content of text documents and search queries presented in a natural language. The developed ontology improves the quality of user (stakeholder) interaction during the system operation. In addition, it includes rules for term combination to provide reliable assertions on the state of the decision support system.

Key words: decision support system, system of providing public services, basic requirements, functional requirements, non-functional requirements, economic requirements, quality assessment of public services provided, ontological model for decision support.
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Introduction

Currently in the Russian Federation issues related to the quality of services provided by the state have particular relevance and social significance. Organizations providing public services represent a queuing system that serves for the interaction of the country’s population with state authorities, and this system should guarantee the maximum satisfaction of the citizens’ needs in public services. At the same time, in accordance with one of the main directions of the realization of the Information Society Development Strategy in the Russian Federation approved by the President of the Russian Federation on 7 February 2008, it is necessary to improve the quality and responsiveness of the public services provided, including through e-government and the transfer of public services to electronic form. By the Decree of the President of the Russian Federation dated 7 May 2012 No. 601 “About the main directions for improving the system of public administration” it was determined that by 2018 the Russian Federation citizens’ satisfaction level with the quality of public and municipal services provided should be at least 90%.

Despite the relevance of solving the problem of improving the quality of public services, there is still no single methodology for their comprehensive assessment. There are various methods given in this article which are based on various indicators and criteria to assess the quality of public services. To date, a systematic approach to the analysis and quality assessment of the services is needed. The process of assessing provision of public services requires decision support in problem situations based on application of scientific approaches, namely, knowledge engineering and the ontological approach.

1. Existing methods for assessing the quality of public services

The works of such researchers as A. Parasuraman, V.A. Zeithaml, L.L. Berry, L. Gaster, G. Van Ryzin, S.I. Nedelko, A.V. Ostashkov, N.S. Mirzoyan, S.S. Tsukan, A.N. Lunev, N.B. Pugacheva, M.V. Koptev and others are devoted to assessment of service quality, including public services.

A. Parasuraman, V.A. Zeithaml and L.L. Berry proposed a method of assessing the quality of services – SERVQUAL (abbreviated from “SERVice QUALity”), which involves measuring the service quality using a quantitative indicator – the service quality index SQI [1, 2]. The service quality index SQI shows the ratio of the perceived and expected service quality. The SQI calculation is based on the results of the questioning service consumers. To measure customer expectations and perception of the quality of services received, two basic questionnaires are used. These include 22 pairs of questions grouped according to indicators of reliability, credibility, responsiveness, tangibility, sympathy. Questionnaires allow respondents to answer the questions using the seven-point Likert scale: from “absolutely disagree” to “absolutely agree”. Note that the main problem of the results obtained through SERVQUAL questionnaires, and in particular the key indicator – the general quality index SQI – is the low degree of its informativeness. The index value itself can signal only the conformity of the assessed service to the quality or low quality category. The general index SQI rather reflects the average value, that is, a low score on one of the determinants can be compensated by a high score for another, while the general value SQI will be satisfactory. Thus, the development of specific recommendations requires a detailed analysis of the values of individual determinants, as well as the corresponding quality indices.

The SERVQUAL method was applied in the field of public services in the works of L. Gaster and G. Van Ryzin [3, 4]. The results of L. Gaster’s study [3] showed that the lower social layers more often claim that they are satisfied with public services, while the more affluent often complain about the poor quality of public services. Social workers usually have higher expectations from social services, and therefore they think more critically and skepticaly about the quality of services provided. As a result of the analysis of public satisfaction in the public services sector by G. Van Ryzin [5], it was revealed that respondents show a low degree of satisfaction with public sector services. The researcher explains this by the fact that the assessment of the public services’ quality is based on public judgments about satisfaction with the authorities’ activities.

To assess the public services, two groups of criteria are proposed by S.I. Nedelko and A.V. Ostashkov [6]:

1) the criteria for assessing the convenience (availability) of receiving the service: the consumer’s awareness about receiving the service, the convenience of waiting for the service, the convenience of receiving the service, the availability of the service provided, the attitude of the staff to the consumer of the service, the possibility of appealing against actions by the personnel;

2) criteria for assessing the quality of the final result of the service: the time spent on receiving the final result of the service (quick response), the content quality of the final result of the service, staff competence.
In addition to these two groups of criteria N.S. Mirzoyan [7] offers a third group — the amount of resources spent by the consumer to receive the service. These criteria can be used as indicators for calculating the indices of satisfaction with the public services provided.

S.S. Tsukar [8] noted that in the development of services providing the public services, priorities are gradually shifting from traditional formats of providing services to modern electronic forms of interaction between government and society within the framework of the e-government concept. Together with the change of priorities, the structure of the criteria for quality assessment of the services provided is also changing. So, if in the traditional way that services are received by citizens the physical convenience of receiving services and personnel were important for them, then organizational barriers, problems of information perception and readiness for the use of new technologies play an important role in the electronic format of interaction. Therefore, the issues of assessing the quality of how public services are provided need to be approached differentially, taking into account the change in the weights of certain assessment criteria, i.e. the changed structure of quality criteria for providing the services in electronic form.

A.N. Lunev and N.B. Pugacheva [9] used the following basic criteria to assess the quality and availability of public services:

1) the level of public services quality characterized by the timeliness and speed of the services provided, compliance with the service standard, administrative regulations and service consumer requests (Q1);

2) the level of public services availability, taking into account the convenience of waiting for and receiving the services, simplicity and rationality, contact and efficiency, openness and transparency (Q2);

3) the level of consumer confidence in government authorities and their agencies providing public services (Q3).

The assessment of the quality and availability of public services is based on the value of the complex indicator \( Q = Q_1 + Q_2 + Q_3 \).

M.V. Koptev [10] noted that public service quality is characterized by the quality of the agency’s internal processes and is ensured by the accurate operation of the operational accounting unit, the so-called “back office”:

- clear implementation of the administrative regulations of providing public services and compliance with legal norms and standards requirements;
- qualified performance by public servants of their official regulations;
- completeness, integrity, relevance and reliability of the information resources used;
- using modern information and telecommunication technologies.

Assessment of the public services quality, according to M.V. Koptev, should be carried out directly by the applicants by an initiative order in specially developed questionnaires. It can be filed in multifunctional centers (MFCs), agencies providing services or on their websites, as well as through a public services portal where there is the possibility of filing a response. In addition, a project on public services assessment by means of sms messages has been launched and is being implemented.

As a result of the surveys conducted, a database is being formed analyzing the client experience of those who received the services. This base should form the basis for improving the entire system of providing public services in general and improve the work of the federal agency employees who provide public services, in particular.

However, despite all the changes made and available methods of quality assessment, the monitoring and assessment system of the public services quality is not fully debugged and needs to be improved.

2. The need for decision support in assessment of the quality of public services

State authorities, including federal agencies providing public services, like any modern organizational systems, operate in difficult conditions. Their viability depends on the ability to adapt their behavior to current and future environmental changes. Organizations need to mobilize information resources and apply knowledge engineering to ensure effective management of business processes, in particular, the process of providing public services and assessing the quality of this process. The problems of knowledge management in organizations are considered in the studies of many scientists [11–13].

Examples of corporate knowledge creation can be found in large Japanese, American, European companies such as Canon, Honda, Matsushita, Boeing, IBM, British Petroleum, etc., applying a holistic approach to knowledge management and adaptive behavior of the organization, as well as implementation of innovative projects based on new knowledge and ideas.
In the management process, it is necessary to ensure compatibility of the concepts used, models and methods of knowledge management based on their formalization in order to improve the quality and quick response of management decisions. The following knowledge classes are defined in the organization: intuitive, implicit knowledge (heuristics, intuition, experience, skills), formalized, conceptual knowledge (mathematical models, rules for organizing effective actions), background, context knowledge (knowledge defining the cognitive context of activity conceptualization) [14]. Explicit knowledge is usually formalized in accordance with the accepted model of knowledge representation, for example, in the form of product rules and other formal models regulating processes management. Implicit knowledge for intellectual decision support is presented in the form of precedents of problem situations [15].

At present, the development of ontologies is proceeding actively, representing a clear conceptualization of subject areas and ensuring the interaction of the organization’s specialists in solving complex problems in a single information space. Despite the development of the ontological analysis theory, as well as the development and application of new tools for creating ontologies, the integration problems of ontology and knowledge management remain insufficiently researched.

In order to ensure the required quality of the public services provided, it is necessary to conduct their assessment on an ongoing basis and make timely proper (correct) management decisions. To do this, it is necessary to apply scientific approaches (knowledge engineering) to decision support in problem situations arising when assessing the quality of providing public service. Decision support is a set of procedures that provides the decision-maker with the necessary information and recommendations that facilitate the decision-making process.

Using the knowledge and experience of the organization, which are concentrated in standards, methods, administrative regulations and software applications, as source material for building a decision support system (DSS) will improve management efficiency and create the necessary information environment for the exchange of views and experience between specialists participating in the process of assessing the quality of public services.

Decision support systems are a relevant and developing field of information systems application for organizations [16].

The decision support system development for quality assessment of how public services are provided is implemented in accordance with the requirements submitted by various owners to the developed system at different stages of its life cycle. When requirements are forming, some contradictions may arise. Their reasons may be the different. In particular, such reasons include:

- different visions of consumer properties of DSS by various management subjects [17];
- different assessments of problematic situations by various management subjects [18];
- the state of uncertainty of the external environment with regard to the control object [19, 20] and the internal environment of the control object [20, 21], as well as a unique combination of internal and external environments [22];
- rejection by stakeholders of past commitments and unilateral violation of the agreements reached [20, 23].

The identification of contradictions at the early development stage is a critical success factor of the complex system management. Timely detection of contradictions and finding ways to resolve them prevent the appearance of difficulties. This makes it possible eventually to reduce the cost of DSS creation for assessing the quality of how public services are provided.

In addition, when DSS is being created, the experts often have complex problems, the cause of which is not always clear. In particular, it is difficult to describe the activities performed by the developed system clearly.

In connection with the above, authors offer to describe the functionality and limitations are imposed on the developed system, that is, requirements for DSS, complete and clearly.

As shown by many studies, mistakes made at the stage of gathering requirements constitute 40–50 % of all defects found in the developed system [24, 25]. The main causes of DSS development project failure are incorrect information from users and disadvantages of defining and managing user requirements [26].

Development of the requirements will make it possible to avoid more serious errors and problems at later stages of the DSS development for assessing the quality of how public services are provided.

3. Requirements for a decision support system

Development of the requirements for the DSS is a process involving activities that necessitate creating and approving the document stipulating the system requirements [27].

There are four main stages of the requirements development process for the DSS:
1) feasibility study of the DSS development from a technical point of view;
2) formation and analysis of requirements for the DSS;
3) specifying requirements for the DSS;
4) relevant documentation development and certification of requirements for the DSS.

The chart of requirements for a decision support system developed by the authors is shown in Figure 1.

The set of requirements for the DSS includes basic requirements, functional and non-functional requirements and economic requirements.

Basic requirements include the basic purpose of the developed decision support system and present high-level generalized requirements. The DSS is being developed to form recommendations for decision-making, document decision-making, to ensure interaction between decision-makers and other stakeholders in the decision-making process, and to register the assessment of the decision support quality by the decision-maker or an expert.

Functional requirements cover expected behavior of DSS defining the actions that the system is able to perform. These requirements include decision support in the process of providing public services, registration of inconsistencies in quality of how public services are provided, description and analysis of the problem situation arising in assessing the quality of how public services are provided, search for solutions using rules and precedents of decision-making, ontological analysis, logging of citizens requests, the development and application of the knowledge base (KB), the development and regular updating of normative legal documentation database, event logging, etc.

Non-functional requirements are not directly related to the functions performed by the system. These requirements do not define the behavioral aspects of the system in the process of providing public services. They are associated with such integration properties of the system as the protection of confidential data, reliability, accuracy, communication, work in real time, access to the database and knowledge base, etc.

In particular, we note such non-functional requirement as speedy response. Responsiveness indicators are obtained using the decision support system as a queuing system (QS). QS has such indicators as the absolute, relative and nominal throughput, the number of QS channels, the idle factor and others.

Also it should be noted that many non-functional requirements apply to DSS on the whole and not to its individual assets. Some non-functional requirements are more critical than individual functional requirements. If an error is made in the functional requirement, this can lead to a decrease in the quality of the developed system. If the error is made in non-functional requirements, for example, in the requirements of fault tolerance or controllability, then this can make the system completely inoperable.

Economic requirements imply an economic aspect is taken into account in the DSS development in the process of providing public services. It is necessary to assess the possible risks, the economic efficiency, the DSS realization cost and the time spent for realization and implementation of the DSS.

The system for providing public services must ensure conformity of the automated process of providing services to the requirements of normative legal acts including administrative regulations determining the order of providing public services by the executive bodies of state authority, federal agencies, local authorities and others.

4. Application of the ontological approach to solving communication problems in the development of requirements for a decision support system

In the class of decision support systems, intelligent decision support systems (IDSS) are allocated that are designed to help decision-makers manage complex objects and processes of various nature in the face of tight time constraints and the presence of uncertainty of various kinds (incompleteness, fuzziness and inconsistency of the original information, etc.). Such systems belong to the class of integrated intellectual systems that combine rigorous mathematical methods and solution search models with nonstrict, heuristic (logic-linguistic) models and methods based on the knowledge of experts, models of human reasoning and accumulated experience [28]. A distinctive feature of the tasks solved with the help of intelligent DSS is the impossibility of obtaining all the objective information necessary for decision-making, and in this connection - the use of subjective expert, poorly structured information. Highly qualified specialists of government bodies, federal agencies, state institutions, as well as experts engaged in scientific research in the field of knowledge management can be involved as experts.

The central component of IDSS is its knowledge base. The knowledge base is a set of information about the subject area organized in accordance with the accepted knowledge representation model. The knowledge base contains information relevant to a particular subject
Fig. 1. Chart of requirements for DSS
area: rules describing relationships and phenomena, individual facts, and also, possibly, methods, heuristic algorithms and various ideas related to decision-making in the relevant subject area [29].

One of the most important tasks in the development of DSS is the task of obtaining knowledge from a subject area expert and presenting it in the knowledge base of the IDSS.

The formalism of the knowledge description is called the knowledge representation model. There are various models of knowledge representation: ontology, logical model, product model, semantic network, frame model, precedents, dynamic model, etc.

Ontology is the explicit specification of conceptualization [30]. Formally, the ontology consists of terms organized in the taxonomy, their definitions and attributes, as well as the axioms associated with them and the rules of inference. In other words, ontology is knowledge formally presented on the basis of conceptualization, which involves the description of a multitude of objects and concepts, knowledge about them and the connections between them.

Ontology enhances the intelligence of knowledge management systems based on a representation of what often remains implicit or uncertain. Ontology solves the problem of sharing and reusing knowledge by various users and / or computer programs [31].

In each subject area, experts have their own specific scientific vocabulary (there is no single terminology). Some terms are used in several disciplines with similar but not identical meanings; there are synonyms, antonyms, homonyms. Therefore, it is extremely urgent to solve the problem of representing natural language information in a machine-interpreted form [32].

There is a need to develop a unified, detailed and consistent terminology that can be used in various formal contexts and applications. Ontology is a convenient way to create such terminology, taking into account the context of the subject area. Ontology takes into account the paradigmatic relations of concepts that are not dependent on the context of the problem solution, and the rules for the formation of syntagmatic relations concept variables arising in a certain context of the problem solution [33].

The approach based on ontologies is flexible enough and universal and has a number of advantages that justify its use in an environment with large volumes of information and the need to quickly extract its parts. As such, an environment is the decision support environment for assessment of the public services quality. This environment provides:

- collection of theoretical knowledge, its representation in the form of a semantic network of concepts and relations between concepts;
- increasing the effectiveness of information searching based on the structuring and classification of stored knowledge;
- the ability to collect, accumulate, process and present knowledge in the organization’s Intranet network in accordance with the concept of “semantic web” [29].

When developing DSS, an approach is proposed based on the definition of requirements groups: functional, non-functional, economic, etc.

Some problems are arising during the requirements development due to the fact that there is no clear understanding of the differences between different levels of requirements. Requirements are commonly used as a means of communication between the different stakeholders. This means that the requirements should be simple and understandable for ordinary users of the decision support system and its developers, designers and others. In order to solve the problems arising, it is necessary clearly to distinguish the requirements of different levels and to determine the interpretation of the term of one requirement or another.

Specifications of DSS requirements are written in natural language and this often leads to certain problems when the detailed specification is written. The use of natural language implies that the same words and expressions in the requirements formulation are understood in the same way by stakeholders. However, in fact, this is not the case, since natural language has a certain blurring of concepts. As a consequence, the same requirement formulated by different specialists can be interpreted in different ways.

To avoid these problems and for unambiguous interpretation of the terms of the subject area (and, accordingly, the requirements for DSS developed for assessing quality of how public services are provided), we propose to develop the ontological model. This ontological model allows us to solve the problem of communication, structure requirements specification for DSS and eliminate blur of definitions. Thus, an approach is proposed to for intellectual decision support for assessment of the quality of how public services are provided based on the ontological knowledge base.

Using the ontological approach allows us to carry out an ontological analysis of the public services provision system and enables us to formulate the requirements for DSS designed to assess the effectiveness of how public services are provided.
Fig. 2. Fragment of the ontology
The advantage of using the ontological model is that it allows us to develop a metadata model. This greatly improves the interaction of a wide range of DSS users. Ontology enables us to provide the collective use of an understanding of the information structure by experts, state institutions employees, to re-use knowledge of the subject area as well as to analyze this knowledge.

The general concepts of the subject area, queuing systems and project management of DSS creation (based on a dictionary of software projects [34]) are included in the developed ontology as classes. Also, the developed ontology includes a hierarchy of requirements for DSS. Moreover, each term in the ontology has a straightforward interpretation. A fragment of the developed ontology is shown in Figure 2.

The developed ontology can be formally represented as [15]:

\[\text{Onto}=\langle C, R, Pr, V, I, A, D>\]

where \(C\) — a set of classes \(\{C_1, C_2, ..., C_n\}\);
\(R\) — a set of relations \(\{R_1, R_2, ..., R_n\}\);
\(Pr\) — properties of classes;
\(V\) — values of properties: there is a division of properties into two classes in OWL: the object properties (instances of the class owl: ObjectProperty) and the properties of the data types (instances of the class owl: DatatypeProperty);
\(I\) — a set of class instances \(\{I_1, I_2, ..., I_n\}\) is determined by axioms and definitions of specific class properties;
\(A\) — a set of axioms \(\{A_1, A_2, ..., A_n\}\);
\(D\) — a set of output algorithms at ontology \(\{D_1, D_2, ..., D_n\}\).

To find the necessary information in the developed ontology, a special request can be implemented by a specialist or other interested person. Through a request, any specialist involved in the development of a DSS for assessing the quality of public services provided (or another interested person) can find all the necessary information about the requirements for DSS by means of the developed ontology: find out which groups of requirements are relevant to DSS, and details of these requirements. Since the ontology contains the terms of the subject area, DSS users can form their requests for the developed ontology.

In addition to the terms, the ontology includes the rules according to which these terms can be combined to construct credible allegations about the state of the system at some moment in time. In addition, it may make appropriate conclusions based on these statements. These conclusions allow us to make changes in the system of how public services are provided to improve the quality.

Conclusion

The requirements development process for a decision support system to assess the quality of how public services are provided is very complicated and important, since errors in the requirements can lead to high costs for the development of the whole system.

A chart of the requirements for the DSS developed by the authors to assess the quality of how public services are provided is presented in this article. In addition, in this article they present an ontological model facilitating the interaction of the various stakeholders (users, developers and others) and allowing us to structure the specification of the requirements for the system.
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Аннотация

В статье представлено описание требований к системе поддержки принятия решений, которая предназначена для оценки качества предоставления государственных услуг. Требования к системе поддержки принятия решений используются в качестве отправной точки на этапе ее проектирования и определяют, что должна делать разрабатываемая система, не показывая при этом механизма ее реализации. Требования также служат ограничениями в процессе разработки системы. Совокупность разработанных требований к системе поддержки принятия решений включает основные, функциональные, нефункциональные и экономические требования.

Предлагается применение онтологического подхода при разработке требований к системе. Это позволяет решить ряд проблем, возникающих при описании требований на естественном языке: отсутствия четкости изложения, смешения требований, объединения требований и др. Разработанная онтологическая модель позволяет однозначно толковать требования к системе поддержки принятия решений для оценки качества предоставления государственных услуг, структурировать спецификацию требований к системе и исключить размытость их определений. Онтологическое представление знаний о требованиях к разрабатываемой системе и о системе предоставления государственных услуг в целом используется для семантической интеграции имеющихся информационных ресурсов, а также для адекватной интерпретации содержания текстовых документов и поисковых запросов, которые представлены на естественном языке. Разработанная онтология улучшает понимание и использование системы всеми заинтересованными лицами с точки зрения организации их взаимодействия. Разработанная онтологическая модель также включает правила, согласно которым термины скомбинированы для построения достоверных утверждений о системе поддержки принятия решений.

Ключевые слова: система поддержки принятия решений, система предоставления государственных услуг, основные требования, функциональные требования, нефункциональные требования, экономические требования, оценка качества предоставления государственных услуг, онтологическая модель поддержки принятия решений.
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Abstract

An important way of ensuring data quality is controlling data input. One of the methods of doing that is checking the input data against the corresponding reference data where applicable. This may be done via autocomplete. Since reference data is usually stored in a centralized fashion, autocomplete algorithms usually run in client-server architectures and face strict time requirements.

In this article, a new autocomplete task decomposition is formulated using an existing method based on range minimum queries (RMQ). The Top-k RMQ problem is formulated and used in the autocomplete problem decomposition. A segment tree based algorithm is proposed for the Top-k RMQ problem. While the conventional segment tree based RMQ algorithm when used in autocomplete (in the Top-k RMQ sub-problem) repeatedly processes the same nodes on the tree, the proposed algorithm is adapted directly to the Top-k RMQ problem and does not require any node of the segment tree to be processed more than twice. A complexity analysis is made for both the new Top-k RMQ algorithm and the conventional segment tree-based RMQ approach. This analysis considers different implementations of priority queues used in these algorithms, specifically binary heaps and ordered arrays. The new algorithm has time complexity that is not lower than that of the conventional algorithms with any priority queue implementation.

To prove the practical value of the new algorithm, a series of experiments was conducted using the data from the All-Russian Classifier of Addresses — a practical source of reference data for Russian address inputs. The new algorithm demonstrates better time efficiency than the conventional one in all experiments with all priority queue implementations.

Key words: All-Russian Classifier of Addresses, autocomplete, segment tree, range minimum query (RMQ), top k range minimum query (Top-k RMQ), algorithm.


Introduction

Business applications are constantly dealing with master data, i.e. data containing key business information not associated with specific business transactions [1]. Master data can be data on people, organizations, production processes, etc. For master data processing, it is important to maintain its uniformity in order to avoid generation of multiple records corresponding to similar things. To do this, master data is most often subject to validation according to various rules and is brought to some standard form that enables us to maintain quality of this data and exclude creation of duplicate records. On frequent occasions, this standard form in turn relies on some reference data. For exam-
ple, for information on addresses in Russia, the standard is the All-Russian Classifier of Addresses (ARCA) [2], namely, a hierarchical directory correlating all address objects with positional numerical codes which uniquely represent address objects to a street level. A standardized line interpretation of the address also corresponds to this.

Operators entering master data into the database possibly do not know its canonical form. The best solution in this case is to issue variants of possible input information during the entry using autocomplete algorithms. Since the reference data management is ideally centralized, the programs which validate the data corresponding to the reference data and issue prompts for them, operate in a client-server mode. In this connection, the algorithm developed on the server side must be very fast, since an apparent delay in obtaining prompts reduces the convenience and performance of the entry, and the server itself must simultaneously solve a variety of problems for the associated workstations.

This article proposes that we modify the existing approach to autocomplete algorithms based on the decomposition of the autocomplete problem into binary search and range minimum query. A new statement is introduced for the range minimum query problem, and its solution algorithm is proposed using the segment tree. The algorithm efficiency is proved by its comparison with the existing autocomplete algorithm using the segment tree for the Range Minimum Query using data from ARCA.

### 1. Autocomplete problem

The term “autocomplete” is taken to mean a set of problems which can be extended to the following content-related statement: the user request is an incomplete form of some line (or lines) from an a-priori known applicant list; appropriate lines are issued from the applicant list in a certain form to the user, moreover, preferably the one (those) which the user originally wanted to receive. Algorithms solving autocomplete problems are used in search systems (to provide the user with the most frequently encountered or most anticipated queries), in information retrieval systems (to offer variants of responses to the user while the query is formed) and in mobile devices (to increase typing speed on touch keyboards). Autocomplete is also used when entering data into databases, to maintain uniformity of similar data in accordance with the reference data and prevent the occurrence of errors and duplicates.

Currently research in the autocomplete area is primarily aimed at development of effective error-tolerant autocomplete algorithms. However, for many applications of the autocomplete problem, including corresponding reference data to monitor the data input, it is quite enough to solve it in a classical prefix statement. Stringent response time requirements are generally imposed on the autocomplete algorithms. Ideally, the user should not notice a pause between the query input and response output.

### 2. Statement of the autocomplete problem

Let us provide a formal statement of the autocomplete problem by prefix.

Finite aggregate $W$ of the finite lines above finite alphabet $\Sigma$ is given:

$$W = \{ w_i \mid w_i \in \Sigma^* , i = 0, n-1 \},$$

on which weighting function $f(w) : W \to \mathbb{R}$ is determined. For finite query $q \in \Sigma^*$ let us write down a set of its extensions from a number of lines in $W$ via $Q \subseteq W$:

$$Q = \{ w_i \mid w_i \in W , \exists v_i \in \Sigma^* : w_i = q v_i \}.$$  

Put another way, $Q$ represents a set of lines from $W$, for which $q$ is a common prefix.

We need to find such a subset of extensions $R_k \subseteq Q$, which includes $k \in \mathbb{N}$ lines from $Q$, having the highest weight. In cases where $|Q| \leq k$ the task is trivial, and we assume that $R_k = Q$. If $|Q| > k$, then let us introduce set $B_k$ of all subsets of $Q$, having power $k$ in consideration:

$$B_k = \{ B \mid B \subset Q , |B| = k \}.$$  

For sets $B$ from $B_k$ let us determine price functional $C(\cdot) : B_k \to \mathbb{R}$:

$$C(B) = \sum_{w \in B} f(w).$$

Then the problem consists in finding such a subset $B^*$, which maximizes the price functional:

$$R_k = B^* = \arg \max_{B \in B_k} C(B).$$

### 3. Current approaches to solving the autocomplete problem

While the more popular methods of solving the autocomplete problem are based on the use of prefix trees for fast-access retrieval of results, and also use caching responses to provide prompt query handling through additional memory requirements, one of the approaches to solving the autocomplete problem with low memory requirements set forth in [3] is decomposition of this
problem into the problem of binary search by the direct
index and Range Minimum Query (RMQ) in the maxi-
mization variant.

The range minimum query (RMQ) is a problem of
finding a minimum element on a subset of consecu-
tive array elements of comparable data structures. This
problem is thoroughly studied primarily due to the fact
that the problem of finding the lowest/least common
ancestor (LCA) \[4\] reduces to it. Paper \[5\] describes
some other applications of this problem, and also pro-
poses its solution algorithm with time complexity \(O(n)\)
and space complexity \(O(1)\) and proves its memory op-
timality with requirement \(O(1)\) for the time complexity.

In order to solve the autocomplete problem, the RMQ
problem is solved repeatedly in the maximization variant
in order to obtain \(k\) responses with a maximum weight
from a number of variants suitable by prefix. Moreover,
multiple RMQ-queries are made to the segments in-
cluding each other.

Algorithm 1 given below describes a universal plan of
using the existing algorithms for solving the autocom-
plete problem using RMQ. Here \(W\) is a direct index, \(T\)
is a RMQ-structure on the weight array of the variants,
\(q\) is a query-prefix, \(k\) is the number of expected results,
\(pq\) is a priority queue \[6\] of the segments in terms of the
maximum weight of the variants thereon. In so doing,
numerous RMQ-queries by segments including each other
are performed, possibly leading to a large number of
recurring actions.

**Algorithm 1**

\[\text{Autocomplete}\_\text{Algorithm 1}(W, T, q, k | \text{Rk})\]

\(l, r \leftarrow \text{Binary\_search}(W, q)\)

If \text{Incorrect}(l, r)

\text{Return}

range \leftarrow \text{Segment}(l, r, \text{RMQ}(T, l, r))

\(pq \leftarrow \emptyset\)

\(pq.\text{Add}(\text{range})\)

\(i \leftarrow 0\)

While \(i < k\) and no \(pq.\text{Empty}\)

\(\text{range} \leftarrow pq.\text{GetTop}\(\()\)

\(\text{Rk} \leftarrow \text{Add}(\text{range}\_\text{maxpos})\)

If (\text{range}\_\text{maxpos} \leftarrow \text{range}\_l)

\(\text{range}\_l \leftarrow \text{Segment}(\text{range} \_l, \text{range}\_\text{maxpos} - 1, \text{RMQ}(T, \text{range} \_l, \text{range}\_\text{maxpos} - 1))\)

\(pq.\text{Add}(\text{range}1)\)

If (\text{range}\_\text{maxpos} \leftarrow \text{range}\_r)

\(\text{range}\_r \leftarrow \text{Segment}(\text{range}\_r, \text{range}\_\text{maxpos} + 1, \text{RMQ}(T, \text{range}\_\text{maxpos} + 1, \text{range}\_r))\)

\(pq.\text{Add}(\text{range}2)\)

\(i \leftarrow i + 1\)

End of While Cycle

End of Algorithm.

---

4. Approach to solving
the autocomplete problem
based on top \(k\) range
minimum query (Top-k RMQ)

The problem of finding the top-\(k\) range minimum
queries (Top-k RMQ) is set up in order to find a more
effective algorithm for solving the autocomplete prob-
lem when using a similar decomposition principle, i.e.
decomposition of the autocomplete problem into binary
search problem and Top-k RMQ.

Therefore, the following statement is proposed. Let
there be given a heap of numbers \(A, |A| = n,\) with ele-
ments \(a, i = 0, n - 1,\) and two indexes \(l\) and \(r, 0 \leq l \leq r < n.\)

For case \(k > r - l\) the Top-k RMQ problem is solved by
a set of all array \(A\) indexes in segment \(l, r - R_k = \{l, ..., r\}.

In case \(k \leq r - l\) the solution is a subset of indexing
set \(R_k \subseteq \{l, ..., r\}\) of power \(k,\) for which a sum of array ele-
ments \(A\) is minimum:

\[B_k = \{B | B \subseteq \{l, ..., r\}, |B| = k\},\]

\[C(B) = \sum_{a \in B} a,\]

\[R_k = B^* = \arg\min_{k \times k} C(B).\]

As in the case of the classical RMQ problem, the state-
ment of the Top-k RMQ problem can be changed to the
problem of finding a subset with a maximum sum with-
out a structural change of the algorithm.

In this case, the autocomplete problem is decomposed
by the method given in algorithm 2. By comparison, al-
gorithm 1 can be considered a reduction of Top-k RMQ
to RMQ.

**Algorithm 2**

\[\text{Autocomplete}\_\text{Algorithm 2}(W, T, q, k | \text{Rk})\]

\(l, r \leftarrow \text{Binary\_search}(W, q)\)

If \text{Incorrect}(l, r)

\text{Return}

\(R_k \leftarrow \text{TopkRMQ}(T, l, r, k)\)

End of Algorithm.

---

5. Original algorithm based
on segment trees

The proposed algorithm is a modification of the vari-
ant of algorithm 1 which uses the segment tree \[7\] as the
RMQ structure. This RMQ solution algorithm is not as-
ymptotically the best one (query complexity \(O(\ln n)\) for
asymptotically better \(O(1)\)), but it is actively used for the
autocomplete problem \[8\]. When using the segment tree as RMQ structure for the autocomplete problem, multiple RMQ queries for segments including each other result in a multiple rescanning of the same nodes at high tree levels. Due to changing the problem statement from pure RMQ to Top-k RMQ, these extra actions can be excluded.

Algorithm 3 uses a segment tree to solve the Top-k RMQ problem in the maximization variant. In this case, not sub-segments, on which each next maximum is present (as in Algorithm 1), but nodes deriving from the way leading from the initial vertex to the maximum are put on the priority queue. In so doing, the segment tree property is used: the maximum in the internal vertex is always reached in at least one of its daughter vertices. When leaves are included in the segment tree 1, this property makes it possible to find the way from any vertex to the maximum in the segment corresponding to it.

Contrary to algorithm 1, before the start of the solution search cycle, not one structure corresponding to the segment, but a set of segment tree vertices covering the segment at the highest level are put on the priority queue. In this case, a leaf corresponding to this value always exists for the vertex with the highest value, and instead of storing its location in the tree nodes, algorithm 3 provides for getting off to this leaf while putting all unconsidered vertices on the priority queue.

Keep in mind that as opposed to algorithm 1, where an RMQ query should have already been performed to put the segment on the priority queue, the new algorithm does not require any additional processing for the segment tree nodes. Furthermore, any segment tree node is considered no more than twice - when putting on the queue and selecting from it, while using the segment tree in algorithm 1 the root of this tree will be considered \( k \) times, if the segment size is no less than \( k \).

6. Complexity assessment of the proposed algorithm

By analogy with \[3\], let us define the algorithm complexity with symbol \( \mathcal{O} \) with the assumption of complexity of operations with priority queue \( \mathcal{O}(1) \). Then excluding the binary search of the complexity of executing Top-k RMQ query per the scheme set forth in algorithm 1 using a standard algorithm RMQ on the segment tree is \( \mathcal{O}(k \ln n) \), since on each of \( k \) iterations no more than two RMQ queries are executed with complexity \( \mathcal{O}(\ln n) \).

Algorithm 3 also has complexity \( \mathcal{O}(k \ln n) \), inasmuch as on \( k \) iterations a descent from the initial vertex to the tree leaf of \( \lceil \log_2 n \rceil + 1 \) high is executed.

Let us assume that the priority queue is implemented using the binary heap \[6\]. Then the operations of adding elements to the queue and reaching the maximum have complexity \( \mathcal{O}(\ln l) \), where \( l \) is the queue length. Therefore, the computational complexity of executing Top-k RMQ by a classical method and algorithm 3 becomes equal to \( \mathcal{O}(k \ln k + k \ln n) \) and \( \mathcal{O}(k \ln n \ln (k \ln n)) \), respectively. The highest asymptotic complexity of algorithm 3 is caused by the fact that in each internal vertex under consideration the daughter vertex not lying on the way to the maximum is put on the priority queue; that leads to overhead costs absent in algorithm 1, where in each of \( k \) steps no more than two segments are put on the priority queue.

It should by also noted that for the binary heap there is no reliable method of limiting its permissible dimension, as its structure prevents us from determining its minimum element faster than during operations \( \mathcal{O}(l) \). However, no more than \( k \) elements, one per step,
are to be extracted from the priority queue for both solution algorithms to solve Top-k RMQ problem. In this case, it is handier to use a simpler variant of the priority queue, namely ordered length $k$ array. In this case, the operation of extracting the maximum is trivial: the shift is not required because of the assumption that the number of elements retrieved is limited, so that you can leave the maximum in place and move the top of the queue. An element is added with a linear insertion with complexity $O(k)$, and elements that are known to be out completely miss the queue (the best case). In this case, the complexities of the classical algorithm and algorithm 3 as a whole become equal to $O(k^2 + k \ln n)$ and $O(k^2 \ln n)$, respectively. For Algorithm 3, this also enables us to reduce the amount of memory allocated to the priority queue. While the classical approach leads to the fact that at any step there are no more $k + 1$ segments in the priority queue, for algorithm 3 in the worst case the number of vertices put on the queue is limited from above $\lceil (k+2) \log_2 n \rceil$ (up to $2 \log_2 n$ initial vertices, up to $\log_2 n$ vertices are added on each of $k$ descents).

Note that the algorithm given above for using the array for the priority queue is not universal, since it uses a priori information on how many elements will be extracted from the queue. In general, the priority array-based queue is to be either shifted when retrieving an element (complexity $O(1)$) or shall use a circular structure (which formally limits a number of items which can be stored in the queue or complicates the expansion operation).

For small sizes of entries encountered in practice, the greater asymptotic complexity is not an evidence of lack of practicality of the algorithm. To prove the practical value of a new algorithm and the validity of the new problem statement, let us perform an experimental comparison of the considered algorithms as components of a real-world autocomplete problem.

7. Experimental results

The experimental comparison of algorithms was carried out within the programs that solve the autocomplete problem of reference address lines from the All-Russian Classifier of Addresses (ARCA) [2], under the following conditions:

- algorithms were software-implemented in C language and collected by compiler gcc5 using operating system Ubuntu 16.04 LTS with flag -lm;
- all components of the autocomplete algorithm, having nothing to do with Top-k RMQ problem are similarly implemented for both algorithms in both options;
- the time of solution of the autocomplete problem is measured from the time of receiving the query to the time of issuing responses;
- results were measured using the function clock_gettime() and high-resolution timer CLOCK_PROCESS_CPUTIME_ID (specified resolution is 1 ns);
- unloading of ARCA, including 1 222 662 address lines as a set of reference lines was used. The weight was calculated as the sum of a number of subordinated address elements and weights of upper elements with attenuation factors $0,1^t$, where $t$ is the difference in levels between the current and the upper elements;
- a definite number of initial symbols from sequences of randomly selected lines from the reference set similar for both algorithms was taken as queries;
- $k = 10$ was taken in all experiments;
- All experiments were conducted using OS Ubuntu 16.04 LTS in sequence;
- Computer hardware parameters:
  - Processor Intel Core i3-4010U, 1.7 GHz
  - 4 GB RAM

Table 1 provides the experiment results. Note that the variants of algorithms with the priority queue in the form of an ordered array in all experiments proved to be more effective variants with a binary heap, and the new algorithm variants showed better results as compared to the variants of the classical approach.

Conclusion

The classical statement of an RMQ problem provides for obtaining only one minimum (maximum) value from the segment, and this is reflected by the existing algorithms for solution of the problem. For cases where it is necessary to extract more than one extreme value, transfer to a wider setting of Top-k RMQ makes it possible not only to more clearly extract this subproblem, but also to propose new algorithms for its solution, initially aimed at obtaining a set of results. Due to this, a new algorithm is created within the real autocomplete program that gives better results as compared to the algorithm created by the classical method based on the same data structure.
Алгоритм нахождения $k$ наименьших элементов на отрезке (Top-$k$ RMQ) на основе дерева отрезков и его применение в задачах автодополнения
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Table 1.
Experimental results of implementations of algorithms of solving autocomplete problems

<table>
<thead>
<tr>
<th>Number of queries</th>
<th>Classical algorithm, binary heap, s</th>
<th>Classical algorithm, ordered array, s</th>
<th>New algorithm, binary heap, s</th>
<th>New algorithm, ordered array, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Queries of length 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.017555518</td>
<td>0.015670170</td>
<td>0.005854641</td>
<td>0.003890637</td>
</tr>
<tr>
<td>10000</td>
<td>0.175507172</td>
<td>0.160802266</td>
<td>0.057827076</td>
<td>0.038593355</td>
</tr>
<tr>
<td>100000</td>
<td>1.748508783</td>
<td>1.575862406</td>
<td>0.578767750</td>
<td>0.389285590</td>
</tr>
<tr>
<td>1000000</td>
<td>17.494891590</td>
<td>15.630793271</td>
<td>5.787819119</td>
<td>3.892264716</td>
</tr>
<tr>
<td>Queries of length 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.017930115</td>
<td>0.016084878</td>
<td>0.006358041</td>
<td>0.004443302</td>
</tr>
<tr>
<td>10000</td>
<td>0.179062306</td>
<td>0.160433853</td>
<td>0.062990764</td>
<td>0.044009557</td>
</tr>
<tr>
<td>100000</td>
<td>1.786391754</td>
<td>1.604154774</td>
<td>0.630281282</td>
<td>0.44086321</td>
</tr>
<tr>
<td>1000000</td>
<td>17.832476482</td>
<td>15.97319661</td>
<td>6.303791885</td>
<td>4.40244944</td>
</tr>
</tbody>
</table>
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Аннотация

Контроль данных при вводе является важным способом обеспечения их качества. Одним из методов такого контроля является сопоставление вводимых данных, которые должны соответствовать справочной информации, непосредственно с этой информацией в процессе ввода. Это приводит к необходимости решения задачи автодополнения. Поскольку справочная информация, как правило, хранится централизованно, задача автодополнения решается в архитектуре клиент-сервер и к алгоритму ее решения предъявляются жесткие требования по быстродействию.

В данной статье на основе существующей декомпозиции задачи автодополнения с использованием задачи поиска минимума на отрезке (RMQ) формулируется задача поиска k наименьших элементов на отрезке (Top-k RMQ) и приводится алгоритм ее решения, использующий дерево отрезков. В то время как классический алгоритм RMQ по дереву отрезков при использовании в задаче автодополнения (в подзадаче Top-k RMQ) требует многократного посещения вершин дерева, близких к корню, предложенный алгоритм Top-k RMQ непосредственно адаптирован к этой задаче и не требует рассмотрения какой-либо вершины дерева отрезков более двух раз. Выполнен анализ сложности как алгоритма Top-k RMQ, так и классического алгоритма RMQ с использованием дерева отрезков. При этом учитываются различные варианты реализации приоритетных очередей, используемых в этих алгоритмах, а именно вариант двоичной кучи и простая приоритетная очередь на основе упорядоченного массива. Новый алгоритм имеет не меньшую вычислительную сложность, чем классический, при любой реализации приоритетной очереди.

Для доказательства ценности нового алгоритма произведено экспериментальное сравнение алгоритмов с использованием данных из Классификатора адресов России, представляющего собой реальный пример справочной информации. Во всех проведенных экспериментах новый алгоритм показал лучшие результаты по времени по сравнению с классическим.

Ключевые слова: Классификатор адресов России, автодополнение, дерево отрезков, поиск минимума на отрезке (RMQ), поиск k наименьших элементов на отрезке (Top-k RMQ), алгоритм.
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Abstract
This paper discusses the problem of selecting a set of online marketing tools, advertising space, places and duration of display of advertising communications (AC) restricted by a tight advertising budget. The tool offered to evaluate the efficiency of AC display is the conversion rate. The paper reviews the methods for calculating the conversion rate. The formalized problem statement is represented as an integer valued linear programming model and reduced to maximization of the total conversion from advertising communications displayed under a tight advertising budget and with a limited selection of online marketing tools and duration of AC display.

The paper describes a solution algorithm based on the method of wave planning. It allows the decision maker to run an iterative decision making process in each interval of the planning period based on the AC conversion rate obtained at the previous stage. The authors propose methods for calculating input parameters for the model: AC display conversion rate, cost of AC placement in the advertising space over the shortest possible period, average number of AC displays over the shortest possible period.

The paper describes the results of experimental study of the model and the algorithm using the example of AC planning for Electronic Timetable software marketing to colleges and universities of the Kemerovo region. The results have practical value for executives and marketing managers of small innovation-based companies running advertising campaigns and planning communications with potential consumers using the tools of online marketing.
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Introduction
Let us assume that a small IT company having a finished software product (SWP) is planning to bring it to market. At the same time, a basic market of potential users is determined, and its target segments are identified. SWP delivery options differentiated by functional and business models for each target market segment are formed, and the structure and composition of advertising communications focused on
consumer preferences of the potential users are developed [1–4]. The company leaders face the task of developing a plan of marketing activities which includes an advertising campaign. Taking into account the high cost of traditional channels for dissemination of advertising (print media, radio, television, telephony and others), it is reasonable to use various online marketing tools, i.e. media advertising, contextual advertising, Internet-PR, participation in partner programs, promotion in social media, search engine optimization, address dispatch of advertisements as a channel of marketing specialists’ communication with the target audience. Under these circumstances, the company management needs to solve the problem of selecting a set of online marketing tools, advertising spaces, display spaces and duration of posting advertising communications within the limited advertising budget.

1. Statement of the problem

In subsequent presentation, the following terminology is used. Advertising space is taken to mean an Internet resource on which an advertising communication can be posted. For spreading advertising communications, it is recommended to simultaneously use several advertising spaces. A specific place designated for display of advertising communications on the advertising space through a specific online marketing tool (display advertising, contextual advertising, Internet-PR and others) is a display position. According to recommendations [5, 6], the communication process should use several online marketing tools for each of which a certain number of display positions can be available. The advertising campaign is carried out in a specified planning interval defining the duration of the communication impact on representatives of the target audience (number of days, weeks, months, quarters). For each display position, a minimum allowed interval of posting advertising communications is established. The duration of posting advertising communications for each display position is measured in units of the planning interval and is determined as the sum of minimum allowed posting intervals. Taking into account the effect of advertising “burn-out”, it is necessary to limit the duration of posting the advertising communications for each display position [7].

Target action is an expected response of the target audience representatives to reading advertising communications: go to a website that contains information on SWP, download a SWP demo, execute an online-order for purchasing a SWP, etc. The effectiveness of displaying advertising communications in each position is assessed using the conversion rate, which may be calculated according to the following options [6]:

- relation of the number of users who received advertising communications to the total number of Internet users;
- relation of the number of users who paid attention to the advertising communication to the number of users to whom it was delivered;
- relation of the number of interested users to the number of users who paid attention to the advertising communication;
- relation of the number of users who visited the SWP Internet resource to the number of interested users;
- relation of the number of users who performed a target action on the SWP Internet resource to the number of visitors to the Internet resource;
- relation of the number of users who revisited the Internet resource to the number of visitors.

In this case, in accordance with the stages of user interaction with the advertising communication (demonstration of advertising communication, highlighting, motivation, visiting the Website, action, repetition) listed in the literature [8], the conversion rate is calculated as the relation of the number of representatives of the target audience who performed a targeted action to the number of users who have contact with the advertising communication expressed as a percentage.

Based on the definitions introduced, the problem of selecting positions and duration of posting the advertising communications can be formulated in the form of the following mathematical model. Let us assume that assigned are: \( R \) — advertising budget; \( T \) — duration of the planning interval; \( I = \{1, \ldots, n\} \) — a set of advertising spaces; \( J = \{1, \ldots, m\} \) — a set of tools disseminating advertising communications; \( L = \{l_j\}, i = 1, n; j = 1, m \) — a set of available display positions in the \( i \)-th advertising space through the \( j \)-th tool.

In this case, each display position is characterized as follows:

- \( t_{ijp} \) — minimum allowed interval of posting the advertising communication in the \( p \)-th position;
- \( T_{ijp} \) — maximum duration of posting the advertising communication in the \( p \)-th position;
- \( c_{ijp} \) — advertising cost for a minimum allowed interval in the \( p \)-th position;
- \( v_{ijp} \) — average number of displays of the advertising communication for a minimum allowed interval of placement in the \( p \)-th position;
- \( k_{ijp} \) — display conversion in the \( p \)-th position.
It is necessary to determine a set \( X = \{ x_{ijp} \} \), where \( i = 1, n, j = 1, m, p = 1, T \), while maximizing the total conversion through displays of the advertising communications (1) and implementing a set of constraints (2–5), where \( x_{ijp} = \{ 0, 1, 2, ..., d \} \) is a number of minimum allowed intervals of posting the advertising communication in the \( p \)-th position of the \( j \)-th advertising space using the \( j \)-th tool in maximum achievement of a number of desired actions:

\[
Z = \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{p=1}^{T} k_{ijp} \cdot x_{ijp} \cdot y_{ijp} \rightarrow \max. \tag{1}
\]

The total cost of posting the advertising communications should not exceed the advertising budget:

\[
\sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{p=1}^{T} c_{ijp} \cdot x_{ijp} \leq R. \tag{2}
\]

To disseminate advertising communications, all online marketing tools selected by decision-makers should be used:

\[
\sum_{j=1}^{m} \sum_{p=1}^{T} x_{ijp} \geq 1, j = 1, m. \tag{3}
\]

The duration of posting advertising communications on each advertising space using a specific tool should not exceed the duration of the planning interval:

\[
\sum_{p=1}^{T} x_{ijp} \cdot t_{ijp} \leq T, i = 1, n, j = 1, m. \tag{4}
\]

The duration of posting advertising communications in each display position should not exceed the threshold set by the decision-maker:

\[
x_{ijp} \cdot t_{ijp} \leq T_{ijp}, i = 1, n, j = 1, m, p = 1, T. \tag{5}
\]

The mathematical model presented (1–5) is an integer linear programming problem and can be solved using a table processor that is part of an office suite of applications (Microsoft office Excel, OpenOffice Calc and others) or specialized mathematical packages, including Linear Program Solver (LiPS) and MATLAB.

2. Problem solution algorithm

The algorithm is based on the wave planning procedure [5, 9]. This selection is prompted by the lack of empirical data on the quality of communication actions at the stage of introducing a product to the market and possible inaccuracies in determining the average number of displays. The procedure consists in dividing the duration of the advertising campaign into short intervals (waves) and planning subsequent next wave after implementation of the previous one. This allows the company management to analyze the results obtained at the previous step, and to adjust the conversion projections for the next wave. In consideration of the foregoing, the algorithm for solving the problem of selecting advertising spaces and positions of advertising communications for each target segment can be presented as a sequence of steps:

**Step 1. Determining the characteristics of the current wave.** The decision-maker determines the current wave planning interval and specifies the duration of the planning interval, the amount of the advertising budget and the list of online marketing tools used for disseminating the advertising communications.

**Step 2. Determining a list of display positions.** The decision-maker selects a list of advertising spaces and possible display positions for each of them. The values of cost parameters for posting an advertising communication, minimum allowed placing interval and average amount of displays for an allowed posting interval are determined for each display position.

**Step 3. Determining projected values of placement rates for advertising communications.** The decision-maker specifies a projected display conversion and the maximum duration of placement for each display position.

**Step 4. Selecting positions and duration of displays.** The problem solution (5.1) using one of the software packages. The result obtained is taken to be the optimal plan of placing the advertising communications in the current planning interval.

**Step 5. Implementing the posting plan.** In accordance with the result obtained in Step 4, activities on posting the advertising communications are performed. During the advertising campaign, the decision-maker collects the achieved indicators and analyzes their deviations from the values predicted in Step 3.

**Step 6. Planning the next wave.** After implementing the current wave of the advertising communications plan, a transition to Step 1 with data correction in Steps 2 and 3 is performed, or a decision is taken on completion of the advertising campaign.

3. Calculation methods for initial model parameters

To predict the conversion rate, the Project Evaluation and Review Technique (PERT) will be used [10]. The essence of this technique is that in determining the pro-
jected value of the conversion rate the decision-maker gives three estimations: \( o \) — optimistic; \( p \) — pessimistic; \( b \) — realistic. The optimistic estimation of the conversion assumes that the advertising communication is implemented and posted in such a way that the target audience representatives will pay attention to it, be interested in the product and, with a high degree of probability, will perform a desired action. The pessimistic estimation of the conversion is made under the assumption that most of the receivers of the advertising communication will demonstrate little interest, and only a small part of them will perform a desired action. A realistic estimation of the conversion means the most probable estimation performed based on statistically average values of the conversions representative of the Internet marketing tools used. The average estimation of conversion prediction is determined by multiplying the realistic estimation by 4, adding the optimistic and pessimistic estimations and dividing the result by 6.

The cost of placing advertising communications is determined based on the existing cost models of advertising on the Internet. As of today, four basic cost models can be identified: a fixed cost for advertising for a certain period (Flat Fee Advertising, \( FFA \)), cost for a thousand displays of the advertising communication (Cost Per Thousand, \( CPM \), where \( M \) is a Roman designation of a thousand), Cost per Click (\( CPC \)) and Cost per desired Action (\( CPA \)) [11].

In this case, the FFA model is used as a reference model for determining the cost parameter of posting advertising communications for the minimum allowed interval. Recalculation of the cost of advertising based on FFA models depending on other established models of advertising spaces is determined by the formulas (6–8).

For \( CPM \) model the formula is as follows

\[
C_{FFA} = \frac{V \cdot C_{CPM}}{1000},
\]

where \( V \) — average number of displays of advertising communications for a minimum allowed posting interval;
\( C_{CPM} \) — fixed cost of a thousand displays.

For the \( CPC \) model, the formula is as follows

\[
C_{FFA} = V \cdot C_{CPC} \cdot CTR,
\]

where \( C_{CPC} \) — cost of one click;
\( CTR \) — conversion of transitions (“clicks”) relative to displays of advertising communication.

For the \( CPA \) model, the formula is as follows

\[
C_{FFA} = V \cdot C_{CPA} \cdot CTA,
\]

where \( C_{CPA} \) — cost of a desired action;
\( CTA \) — conversion of performing desired actions to displays of advertising communication.

Data on the average number of displays for a certain period of time is generally published at advertising spaces, and can also be obtained from the owners of the advertising space or from statistical data of external systems of web analytics, such as Google Analytics, Yandex.Metrics, Liveinternet and others.

4. Experimental studies

The experimental studies of the proposed models and algorithms were conducted on the example of developing an advertising communications plan while promoting SWP “Electronic training agenda” in secondary schools and higher educational institutions of the Kemerovo region. To post advertising communications at advertising spaces of the news portal “GOROD NOVOSTEY. News Agency” (City-N.ru), portal “NCW (Independent City Website) Kemerovo” (ngs42.ru), Kemerovo’s Newspaper (a42.ru), news portal “Electronic Kuzbass” (e-kuzbass.ru), the information-entertainment portal “KHUTOR” (hutor.ru) and the social network “Vkontakte” were selected. Media advertising and Internet-PR should be used as tools for advertising communications. The dimension of the problem of these initial data was 38 variables and 41 restrictions.

The following parameters have been identified for the first wave of the advertising plan:

- duration of posting advertising communications — 7 days;
- advertising budget — 17,100 rubles;
- online marketing tools — Internet-PR and media advertising;
- allowable display period — from 1 to 30 days;
- maximum duration of displays — from 3 to 7 days;
- projected conversion — from 0.001 to 0.02 %;
- cost of posting FFA over the allowable planning interval — from 250 to 21,000 rubles.

As a result of solving the mathematical problem by means of a table processor of the office software suite LibreOffice Calc, the following decision was taken on arranging advertising communications for SWP promotion in the higher educational institutions in the Kemerovo Region: posting advertorials on news portals “GOROD NOVOSTEY” (city-n.ru) and “Electronic
In experimental studies, the model was tested only during the planning of one advertising wave. For this reason, the impacts of changes in the decision-maker’s projected conversion on the solution results in the next waves were not studied. With the expansion of practical use of the model, the study of this conformity may be of interest.

Conclusion

The mathematical model and algorithm presented for selecting positions for advertising communications and duration on Internet sites make it possible to increase the number of desired actions of potential SWP customers using a set of online marketing tools within a limited budget. On the practical level, use of the study results allows managers of small innovative enterprises to increase the effectiveness of advertising campaigns through sequential optimization of the projected conversion rates for desired actions of the target audience representatives.
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Аннотация
В статье рассмотрена задача выбора комплекса инструментов Интернет-маркетинга, рекламных площадок, мест показа и продолжительности размещения на них коммуникационных сообщений в условиях ограниченного рекламного бюджета. Результативность показов на каждом месте предлагается оценивать с помощью показателя конверсии. Приведен обзор вариантов расчета показателя конверсии. Формализованная постановка задачи представлена в виде целочисленной модели линейного программирования и сведена к максимизации суммарной конверсии от показа коммуникационных сообщений при ограничениях на размер рекламного бюджета, количество используемых инструментов Интернет-маркетинга, продолжительность их размещения на рекламных площадках и местах показа.

Описан алгоритм решения задачи, в основу которого положена методика волнового планирования. Это позволяет лицу, принимающему решение (ЛПР), организовать итерационный процесс поиска решения в каждом интервале планируемого периода с учетом полученной на предыдущем шаге конверсии показа. Предложены методы расчета исходных параметров модели: конверсий показов, стоимости размещения коммуникационных сообщений на рекламной площадке за минимально допустимый интервал размещения, среднего количества показов за минимально допустимый интервал.

Описаны результаты экспериментальных исследований модели и алгоритма на примере разработки плана размещения коммуникационных сообщений при продвижении программного продукта (ПП) «Электронное расписание занятий» в ссузах и вузах Кемеровской области. В практическом плане полученные результаты могут быть полезны руководителям и маркетологам малых инновационных предприятий при проведении рекламных кампаний и планировании мероприятий по коммуникационному воздействию на потенциальных потребителей с использованием комплекса инструментов Интернет-маркетинга.

Ключевые слова: инструмент Интернет-маркетинга, рекламная площадка, коммуникационное сообщение, конверсия показа, целочисленная модель, волновое планирование.
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Abstract

This article presents an approach for building fuzzy rule based classifiers. A fuzzy rule-based classifier consists of IF-THEN rules with fuzzy antecedents (IF-part) and the class marks in consequents (THEN-part). Antecedent parts of the rules break down the input feature space into a set of fuzzy areas, and consequents define the classifier exit, marking these areas with a class mark. Two main phases of building the classifier are selected: generating the fuzzy rule base and optimizing the rule antecedent parameters. The classifier structure was formed by an algorithm for generating the rule base by extreme features found in the training sample. The peculiarity of this algorithm is that it is generated according to one classification rule for each class. The rule base formed by this algorithm has as low as practicable size in classification of a given data set. The optimization of parameters of antecedents of the fuzzy rules is implemented using the monkey algorithm adapted for these purposes, which is based on observations of monkey migration in the highlands. In the process of the algorithm work, three operations are performed: climb process, watch jump process and somersault process. One of the algorithm's advantages in solution of high-dimension optimization problems is calculation of the pseudo-gradient of the objective function. Irrespective of the dimension at each iteration of the algorithm execution only two values of the objective function are to be calculated.

The effectiveness of fuzzy rule-based classifiers built with the use of the proposed algorithms was checked on actual data from the KEEL-dataset repository. A comparative analysis was conducted using the known analog algorithms “D-MOFARC” and “FARC-HD”. The number of rules used by the classifiers built with the use of the algorithms so developed is much lower than the number of rules in analog classifiers with a comparable classification accuracy, that points to the highest interpretability of the classifiers built with the use of the proposed approach.

Key words: fuzzy classifier, optimization of fuzzy parameters, monkey algorithm, fuzzy rule extraction.


Introduction

Fuzzy rule based classifiers belong to a class of fuzzy rule-based systems. Classifiers of this type are widely used in modern business applications due to their ability to manage uncertainty, inaccuracy and incompleteness of information [1], for example, in such areas as credit risk assessment [2, 3], marketing [4, 5], electronic business and e-commerce [6].

1 This work was supported by the Ministry of Education and Science of the Russian Federation, agreement no. 8.9628.2017/BP
advantages of the fuzzy rule-based classifiers include their good interpretability [7] and lack of assumptions required for statistical classification [8].

Construction of fuzzy rule-based classifiers involves the solution of two main problems: generating the fuzzy rule base and optimizing the rule antecedent parameters (IF-parts). To generate a fuzzy rule base, clustering algorithms are most often used, resulting in formation of the initial “rude” approximation of the fuzzy rule-based classifier. The procedure for optimization of rule antecedent parameters or “fine” tuning is generally performed through derivatives, swarm intelligence algorithms or evolutionary computations [1, 2, 9–14]. For solution of the problems listed above, this paper proposes to use the algorithm of generating the rule base by extreme features and the monkey algorithm.

Application of the algorithm for generating the rule base for extreme values of features enables us to minimize the number of rules to the number of classes, and so to increase the interpretability of the result.

The monkey algorithm is based on the observation of monkey migration in the highlands [15]. In the process of the algorithm work, three operations are performed: climb process, watch jump process and somersault process. One of the algorithm advantages in solution of high-dimension optimization problems is calculation of the pseudo-gradient of the objective function. Irrespective of the dimension at each iteration of the algorithm execution, only two values of the objective function are to be calculated [16].

The purpose of this paper is to describe the algorithms of building fuzzy rule-based classifiers: the algorithm for generating rule base by extreme features and the monkey algorithm. Application of these algorithms is aimed at increasing the accuracy in solving classification problems, while maintaining the interpretability of the solution obtained.

1. Statement of the problem

Let us assume that we have universum $U = (A, C)$, where $A = \{x_1, x_2, ..., x_n\}$ is a set of input features, $C = \{c_1, c_2, ..., c_m\}$ is a set of classes. Suppose $X = x_1, x_2, ..., x_n \in \mathbb{R}^n$ is an $n$-dimensional space of feature values. Object $u$ in this universum is characterized by its vector of feature values. The classification problem consists in prediction of object class $u$ by its vector of feature values.

The traditional classifier can be defined as a function of $f: \mathbb{R}^n \to \{0, 1\}^n$, where $f(x; \theta) = (c_1, c_2, ..., c_m)$, where $c_i = 1$, and $c_j = 0$ $(j \in [1, m], i \neq j)$, when the object specified by vector $x$ belongs to class $c_i$;

$\theta$ – vector of the classifier parameters.

The fuzzy rule-based classifier can be presented in a functional form, which assigns a point in the input feature space with a class mark with the calculated level of confidence:

$$f : \mathbb{R}^n \to [0,1]^m.$$ 

The fuzzy rule-based classifier is based on a production rule of the form:

$$R_i: \text{IF } x_1 = A_{i1} \text{ AND } x_2 = A_{i2} \text{ AND } x_3 = A_{i3} \text{ AND } ... \text{ AND } x_n = A_{in} \text{ THEN } \text{class} = c_i.$$ 

where $A_{ik}$ – fuzzy term characterizing the $k$-th feature in the $i$-th rule $(i \in [1, R])$;

$R$ – number of rules.

In this paper, the class is determined on the principle “a winning team gets everything”:

$$\text{class} = c^*, j^* = \arg \max_{i \in [1,m]} \beta_i,$$

where $\beta_j(x) = \prod_{k=1}^{n} \mu_{A_{ik}}(x_k)$, $j = 1, 2, ..., m$;

$\mu_{A}(.)$ – membership function of fuzzy term $A$.

Let us assume that there is a table of observations $(x_p, c_p), p = 1, ..., Z$. Let us determine the following unit function:

$$\delta(p, \theta) = \begin{cases} 1, & \text{if } c_p = f(x_p, \theta) \\ 0, & \text{otherwise} \end{cases}, \quad p = 1, 2, ..., Z.$$ 

Then the fitness function or the classifier precision measure can be expressed in the following way:

$$E(\theta) = \frac{\sum_{p=1}^{Z} \delta(p, \theta)}{Z}.$$ 

The problem of building a fuzzy rule-based classifier comes down to finding the maximum of the specified function in space $\theta = (\theta_1, \theta_2, ..., \theta_p)$:

$$\max(E(\theta)), \quad \theta \in \{ \Theta : \Theta_{i_{\min}} < \Theta_i < \Theta_{i_{\max}}, i = 1, 2, ..., D \},$$

where $\Theta_i$ – value of parameter $\theta_i$ from the interval $[\Theta_{i_{\min}}, \Theta_{i_{\max}}]$;

$\Theta_{i_{\min}}, \Theta_{i_{\max}}$ – lower and upper limits of each parameter, respectively.

Figure 1 depicts an example explaining the formation of vector $\theta$. At this time, variable $x_i$ is presented by three
triangular terms, each of which is represented by three parameters \((a, b, c)\), included in vector \(\theta = (a_1, b_1, c_1, a_2, b_2, c_2, a_3, b_3, c_3, \ldots, a_n, b_n, c_n)\).

Vector \(E'_i(\theta_i) = (E'_{1i}(\theta_i), E'_{2i}(\theta_i), \ldots, E'_{pi}(\theta_i))\) is a pseudogradient of fitness function \(E(\cdot)\) in point \(\theta_i\).

III. Calculate \(z_i = \theta_i + a \cdot \text{sign}(E'_i(\theta_i))\) and form vector \(z = (z_1, z_2, \ldots, z_p)\).

IV. If the obtained solution vector \(z\) is compatible with the limits of building the fuzzy rule-based classifier, vector \(\theta_i\) is replaced with vector \(z\); otherwise, vector \(\theta_i\) remains unchanged.

V. Repeat Steps I—IV a specified number of times.

4) Watch jump process

I. Form vector \(z = (z_1, z_2, \ldots, z_p)\) of the randomly generated uniformly distributed real numbers in the range \((\theta_i - b, \theta_i + b)\), where \(b\) is a parameter characterizing the monkey’s ability to observe.

II. If value \(E(z) > E(\theta)\) and vector \(z\) are compatible with the requirements of constructing a fuzzy rule-based classifier, then vector \(\theta_i\) is replaced with vector \(z\).

III. Repeat Steps I—II a specified number of times.

5) Somersault process

I. Generate a random evenly distributed real number from the interval \([c, d]\), where \(c, d\) are algorithm parameters.

II. Calculate \(z_i = \theta_i + \rho \cdot (\rho - \theta_i)\).

III. If the obtained vector \(z\) is compatible with the requirements of constructing a fuzzy rule-based classifier, and value \(E(z) > E(\theta)\), then vector \(\theta_i\) is replaced with vector \(z\); otherwise, vector \(\theta_i\) remains unchanged.

IV. Repeat Steps I—III a specified number of times.

6) Repeat \(N\) times the climb process operators, watch jump and somersault processes

7) Output of the best solution

2. Monkey algorithm

The monkey algorithm (MA) is a metaheuristic optimization algorithm simulating the migration of a monkey population in the highlands. Seven main stages of algorithms are considered below.

1) Solutions coding

First, \(M\) — a magnitude of monkey population is determined, in which the position of each \(i\)-th monkey presents the solution specified by vector \(\theta_i = (\theta_{i1}, \theta_{i2}, \ldots, \theta_{iD})\), \(i = 1, \ldots, M\).

2) Initialization of population

Possible positions of monkeys in a \(D\)-dimensional hypercube are generated in random manner, or position-solutions are given by the user. A mixed strategy of initialization is also possible, when one part of the population is defined by the user, and the other part is randomly generated.

3) Climb process

I. For each \(i\)-th monkey vector \(\Delta \theta_i = (\Delta \theta_{i1}, \Delta \theta_{i2}, \ldots, \Delta \theta_{iD})\) is generated, where

\[
\Delta \theta_i = \begin{cases} 
  a, & \text{if rand}(0;1) \geq 0.5, \\
  -a, & \text{if rand}(0;1) < 0.5,
\end{cases} i = 1, \ldots, M, j = 1, \ldots, D,
\]

\(a > 0\) is a step length.

II. Calculate

\[
E'_i(\theta_i) = E(\theta_i + \Delta \theta_i) - E(\theta_i - \Delta \theta_i), i = 1, \ldots, M, j = 1, \ldots, D.
\]

3. Algorithm for generating rule base by extreme features

The algorithm for generating rule base by extreme features (EC) is intended to form the initial rule base of the fuzzy rule-based classifier containing one rule at a time for each class. The rules are laid down based on extreme values of training sample \((x_p, t_p), p = 1, \ldots, Z\). Let us introduce the following designations: \(m\) is a number of classes, \(n\) is a number of features, \(Omega\) is a classifier rule base.
### Table 1. Description of data sets

<table>
<thead>
<tr>
<th>Group</th>
<th>Name</th>
<th>Features</th>
<th>Copies</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS</td>
<td>haberman</td>
<td>3</td>
<td>306</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>iris</td>
<td>4</td>
<td>150</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>balance</td>
<td>4</td>
<td>625</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>newthyroid</td>
<td>5</td>
<td>215</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>bupa</td>
<td>6</td>
<td>345</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>pima</td>
<td>8</td>
<td>768</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>glass</td>
<td>9</td>
<td>214</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Wisconsin</td>
<td>9</td>
<td>883</td>
<td>2</td>
</tr>
<tr>
<td>SL</td>
<td>banana</td>
<td>2</td>
<td>5300</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>titanic</td>
<td>3</td>
<td>2201</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>phoneme</td>
<td>5</td>
<td>5404</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>magic</td>
<td>10</td>
<td>19020</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>page-blocks</td>
<td>10</td>
<td>5472</td>
<td>5</td>
</tr>
<tr>
<td>LS</td>
<td>wine</td>
<td>13</td>
<td>178</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Cleveland</td>
<td>13</td>
<td>297</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>heart</td>
<td>13</td>
<td>270</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>hepatitis</td>
<td>19</td>
<td>80</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>segment</td>
<td>19</td>
<td>2310</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>twonorm</td>
<td>20</td>
<td>7400</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>thyroid</td>
<td>21</td>
<td>7200</td>
<td>3</td>
</tr>
</tbody>
</table>

### Table 2. Comparison of classifiers on KEEL data sets

<table>
<thead>
<tr>
<th>Data set</th>
<th>EC-MA</th>
<th>D-MOFARC</th>
<th>FARC-HD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>haberman</td>
<td>2</td>
<td>79.2</td>
<td>9.2</td>
</tr>
<tr>
<td>iris</td>
<td>3</td>
<td>97.8</td>
<td>5.6</td>
</tr>
<tr>
<td>balance</td>
<td>3</td>
<td>87.5</td>
<td>20.1</td>
</tr>
<tr>
<td>newthyroid</td>
<td>3</td>
<td>97.5</td>
<td>9.5</td>
</tr>
<tr>
<td>bupa</td>
<td>2</td>
<td>74.2</td>
<td>7.7</td>
</tr>
<tr>
<td>pima</td>
<td>2</td>
<td>75.5</td>
<td>10.4</td>
</tr>
<tr>
<td>glass</td>
<td>7</td>
<td>69.0</td>
<td>27.4</td>
</tr>
<tr>
<td>wisconsin</td>
<td>2</td>
<td>96.8</td>
<td>9.0</td>
</tr>
<tr>
<td>SL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>banana</td>
<td>2</td>
<td>78.9</td>
<td>8.7</td>
</tr>
<tr>
<td>titanic</td>
<td>2</td>
<td>78.5</td>
<td>10.4</td>
</tr>
<tr>
<td>phoneme</td>
<td>2</td>
<td>79.9</td>
<td>9.3</td>
</tr>
<tr>
<td>magic</td>
<td>2</td>
<td>81.2</td>
<td>32.2</td>
</tr>
<tr>
<td>page-blocks</td>
<td>5</td>
<td>95.5</td>
<td>21.5</td>
</tr>
<tr>
<td>LS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wine</td>
<td>3</td>
<td>99.0</td>
<td>8.6</td>
</tr>
<tr>
<td>cleveland</td>
<td>5</td>
<td>60.7</td>
<td>45.6</td>
</tr>
<tr>
<td>heart</td>
<td>2</td>
<td>75.8</td>
<td>18.7</td>
</tr>
<tr>
<td>hepatitis</td>
<td>2</td>
<td>94.1</td>
<td>11.4</td>
</tr>
<tr>
<td>twonorm</td>
<td>5</td>
<td>85.8</td>
<td>26.2</td>
</tr>
<tr>
<td>thyroid</td>
<td>2</td>
<td>97.5</td>
<td>10.2</td>
</tr>
<tr>
<td>LL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>segment</td>
<td>7</td>
<td>98.2</td>
<td>99.1</td>
</tr>
<tr>
<td>twonorm</td>
<td>2</td>
<td>97.1</td>
<td>99.1</td>
</tr>
</tbody>
</table>

**Input:** $m, \{(x_j, t_j)\}$.

**Output:** Classifier rule base $\Omega^*$. 

$\Omega = \emptyset$;

**Loop on** $j$ from 1 to $m$ 

**Loop on** $k$ from 1 to $n$ 

search min $\text{class}_{A_{\alpha}^k} = \min (x_{\alpha,j})$;

search max $\text{class}_{A_{\alpha}^k} = \max (x_{\alpha,j})$;

forming fuzzy term $A_{\alpha}^k$, covering the interval $[\text{min class}_{A_{\alpha}^k}, \text{max class}_{A_{\alpha}^k}]$;

**Loop end**

Creating rule $R_j$ based on terms $A_{\alpha}^k$, referring the observation to a class with identifier $c_j$;

$\theta^* = \theta \cup \{R_j\}$;

**Loop end**

Output $\theta^*$.
4. Experiment

For assessing the operating efficiency of the fuzzy rule-based classifiers optimized by a combination of the above algorithms (EC+MA), tests were conducted on data sets from the KEEL repository given in Table 2. Each data set was selected according to one of the following groups:

- “small number of features — small number of copies” (SS): data sets with a number of features less than 13 and a number of copies less than 1000;
- “small number of features — large number of copies” (SL): data sets with a number of features less than 13 and a number of copies more than or equal to 1000;
- “large number of features — small number of copies” (LS): data sets with a number of features more than or equal to 13 and a number of copies less than 1000;
- “large number of features — large number of copies” (LL): data sets with a number of features more than or equal to 13 and a number of copies more than or equal to 1000.

The experiments have been implemented in accordance with the principle of cross-validation, which intends to separate the data set into training and test data. As per the described principle, each data set is represented by a group of files being test and training samples. Accordingly, during the experiments the classifier was constructed on training samples, following which the accuracy was evaluated on test samples. The total value of accuracy on the test and training data was determined by calculation of the average value.

For all data sets, triangular membership functions were used. As the algorithm parameters, the following parameters were selected: the number of species is 30; climb process iterations are 5; jump iterations are 5; roll-over iterations are 15, the watch-jump process interval is 0.5, boundaries of the somersault process are 0.5 and 0.5 for the left and right boundaries, respectively.

Table 2 shows the average results of the experimental study of the monkey algorithm when constructing fuzzy rule-based classifiers on a full feature set, as well as the results of analog algorithms “D-MOFARC” and “FARC-HD” [11]; where #R is the number of rules, #L is the percentage of correct classification on the training sample, #T is the percentage of correct classification on the test sample; the best results are in semibold type.

To assess the statistical significance of differences in accuracy and the number of rules of classifiers formed by a combination of algorithms EC+MA and analog classifiers, a criterion of pairwise comparisons Wilcoxon–Mann–Whitney was used.

Comparative analysis made it possible to draw the following conclusions:

1) The Wilcoxon–Mann–Whitney test indicates a significant difference between the number of rules in the classifiers based on EC+MA and analog classifiers (p-value < 5E-8);
2) The Wilcoxon–Mann–Whitney test indicates the absence of a significant difference between the accuracy of classification in the compared classifiers.

These findings lead us to the following conclusion: with statistically undistinguished accuracy of the compared classifiers, the classifiers optimized by a combination of algorithms EC+MA are preferable due to the smaller number of rules, and that ultimately points to their possible higher interpretability.

An important issue of algorithm comparison based on their computational complexity remained beyond the framework of article, because the articles which provide the results of previous studies have no detailed description of the algorithms and do not present the experiment results by which we can judge the computational complexity of these approaches.

Conclusion

This paper addresses methods of building fuzzy rule-based classifiers. The classifier structure was formed by an algorithm for generating rule base by extreme features. The monkey algorithm was applied to optimize the classifier parameters.

The efficiency of the fuzzy rule-based classifiers configured by the listed algorithms was checked on a number of data sets from the KEEL repository. The classifications obtained have a good learning capability (a high percentage of correct classification on training samples) and as much as good predictive capability (a high percentage of correct classification on test samples).

The number of rules used by the classifiers built with the use of the developed algorithms is much less than the number of rules in the analog classifiers with a comparable classification accuracy; that points to a possibly higher interpretability of classifiers built on the basis of combination EC+MA.
References


Аннотация

В статье представлен подход к построению классификаторов на основе нечетких правил. Нечеткий классификатор состоит из ЕСЛИ-ТО правил с нечеткими антецедентами (ЕСЛИ-часть) и метками класса в консеквентах (ТО-часть). Антецедентные части правил разбивают входное пространство признаков на множество нечетких областей, а консеквенты задают выход классификатора, помечая эти области меткой класса. Выделены два основных этапа построения классификатора: генерация базы нечетких правил и оптимизация параметров антецедентов правил. Формирование структуры классификатора выполнялась алгоритмом генерации базы правил по экстремальным значениям признаков, найденным в обучающей выборке. Особенность данного алгоритма заключается в том, что он генерирует по одному классифицирующему правилу на каждый класс. База правил, сформированная данным алгоритмом, имеет минимально возможный размер при классификации заданного набора данных. Оптимизация параметров антецедентов нечетких правил выполнена с помощью адаптированного для этих целей алгоритма обезьян, основанного на наблюдениях за передвижением обезьян в горной местности. В процессе работы алгоритма выполняются трое операторов: движение вверх, локальный прыжок и глобальный прыжок. Одним из достоинств алгоритма при решении задач оптимизации большой размерности является вычисление псевдо-градиента целевой функции, причем вне зависимости от размерности на каждой итерации выполнения алгоритма требуется вычислить только два значения целевой функции.

Эффективность нечетких классификаторов, построенных с помощью предложенных алгоритмов, проверена на реальных данных из хранилища KEEL. Проведен сравнительный анализ с известными алгоритмами-аналогами «D-MOFARC» и «FARC-HD». Число правил, используемых классификаторами, построенными с помощью разработанных алгоритмов, значительно меньше числа правил в классификаторах-аналогах при сопоставимой точности классификации, что указывает на более высокую интерпретируемость классификаторов, построенных с использованием предлагаемого подхода.

Ключевые слова: нечеткий классификатор, оптимизация параметров, алгоритм обезьян, формирование базы правил.
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Abstract
This article explains the importance of applying risk assessment in the implementation of information security systems. It is considered the most common risk assessment procedure and entails application of fuzzy logic theory for this purpose. The paper describes the proposed fuzzy production model (FPM), which defines seven input linguistic variables describing risk factors, four output linguistic variables that characterize different areas of information security risks, as well as four base rules.

It is noted that the FPM is the first approach to the subject area and requires optimization to minimize the model’s output errors. The most common methods of optimization of fuzzy models parameters are examined, and the advantages of applying methods based on neuro-fuzzy networks (NFN) are justified.

The article describes the process of converting fuzzy model elements, such as unit fuzzification, rule base unit and unit defuzzification, into fragments of the neural network. The result of this process is a neuro-fuzzy network corresponding to the fuzzy model.

Formation of the developed NFN is based on an adaptive neuro-fuzzy inference system (ANFIS), using the specialized Neuro-Fuzzy Designer package of MATLAB software. The model was trained by a hybrid method which represents a combination of the methods of least squares and backpropagation. The result of this process is optimization (setting) the parameters of membership functions of input linguistic variables.

Application of neuro-fuzzy modeling made it possible to obtain a more appropriate fuzzy production model which is able to conduct linguistic analysis of the risks of an organization’s information security. The information obtained with its help allows IT managers to determine risk priorities and to develop effective action plans to reduce the impact of the most dangerous threats.

Key words: risk, information security, linguistic variable, membership function, neuro-fuzzy network, adaptive neuro-fuzzy inference system, neuro-fuzzy designer.
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Introduction

The introduction of information technologies and computing facilities in the production and management of modern enterprises provides an effective tool to increase labor productivity. However, the enterprise IT-infrastructure often takes an unstructured form, which leads to an uncontrolled growth of information security (IS) vulnerabilities and risks to the enterprise as a whole.

Information security is an “information and supporting infrastructure protection against accidental or intentional effects of a natural or artificial character, which can cause unacceptable harm” [1].

Paper [2] analyzes the most common methods of IS risk assessment – NIST [3] and CRAMM [4], describes their disadvantages and proposes to use fuzzy logics for these purposes. The proposed fuzzy production model (FPM) includes seven input linguistic variables (Table 1) describing risk factors, four output linguistic variables (Table 2), characterizing risks of various areas of information security, as well as four rules bases (Table 3) [2, 5].

When forming the input linguistic variables, the following term sets can be used, which determine the levels of factors [6]:

- T2 = {Low (L); High (H)};
- T3 = {Low (L); Medium (M); High (H)};
- T4 = {Very Low (VrL); Low (L); Medium (M); High (H)};
- T5 = {Very Low (VrL); Low (L); Medium (M); High (H); Very High (VrH)}.

When developing output linguistic variables, the following term sets can be used which determine risk factors [6]:

Table 1. Risk factors of the information security of organization

<table>
<thead>
<tr>
<th>Designation</th>
<th>Name of linguistic variable</th>
<th>Type of term set and interpretation of levels of factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>Software/hardware protection</td>
<td>T3. L – satisfactory to ensure the initial security level; M – sufficient for basic information security; H – completely complies with the information confidentiality level</td>
</tr>
<tr>
<td>x2</td>
<td>Organizational protection</td>
<td>T3. L – deficient planning and lack of monitoring of vulnerabilities; M – planning and monitoring of vulnerabilities are conducted irregularly; H – timely planning and monitoring of vulnerabilities</td>
</tr>
<tr>
<td>x3</td>
<td>Legal protection</td>
<td>T3. L – fragmentary and incomplete documentation; M – documentation is available, but short on details; H – documentation is complete and synchronized</td>
</tr>
<tr>
<td>x4</td>
<td>Motivation of a threats source (TS)</td>
<td>T5. VrL – none; L – rare manifestation of interest; M – may well provoke interest; H – most likely will be interested in it; VrH – necessarily will take interest in it</td>
</tr>
<tr>
<td>x5</td>
<td>Possibilities of a threats source (TS)</td>
<td>T5. VrL – none; L – insignificant level of TS infrastructure; M – medium level of infrastructure; H – rather high level of infrastructure; VrH – TS has significant possibilities</td>
</tr>
<tr>
<td>x6</td>
<td>Market value of an information resource (IR)</td>
<td>T5. VrL – clear information; L – IR is of little value; M – IR is commercially confidential; H – highly confidential data; VrH – catastrophic value for the organization (strategic planning)</td>
</tr>
<tr>
<td>x7</td>
<td>Volume of information resource data (IR) of organization</td>
<td>T5. VrL – very small part; L – minor part; M – half of IR; H – major part; VrH – full volume of IR</td>
</tr>
</tbody>
</table>
Risk factors of information security of an organization

<table>
<thead>
<tr>
<th>Designation</th>
<th>Name of linguistic variable</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_1$</td>
<td>Risk of effective protection reduction</td>
<td>Characterizes the capability to reduce/increase the effective protection in relation to the required effectiveness for a particular enterprise</td>
</tr>
<tr>
<td>$y_2$</td>
<td>Risk of potential threats</td>
<td>Characterizes the possibility of potential threats to an enterprise</td>
</tr>
<tr>
<td>$y_3$</td>
<td>Risk of material damage</td>
<td>Characterizes the possibility of material damage to an enterprise when the organization’s information security parameters are violated</td>
</tr>
<tr>
<td>$y_4$</td>
<td>Risk to an organization’s IS</td>
<td>Integrated risk describing the enterprise’s assurance level of information security</td>
</tr>
</tbody>
</table>

### Table 3.

Fuzzy production rules of a model (fragment)

<table>
<thead>
<tr>
<th>Rule designation</th>
<th>Antecedent</th>
<th>Consequent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules base R1</td>
<td></td>
<td>$y_1 = \text{VrHER}$</td>
</tr>
<tr>
<td>R1.1</td>
<td>$(x_1 = L \land x_2 = L \land x_3 = L) \lor (x_1 = M \land x_2 = M \land x_3 = L) \lor (x_1 = L \land x_2 = M \land x_3 = L)$</td>
<td></td>
</tr>
<tr>
<td>R1.2</td>
<td>$(x_1 = H \land x_2 = L \land x_3 = L) \lor (x_1 = M \land x_2 = M \land x_3 = L) \lor (x_1 = L \land x_2 = L \land x_3 = M) \lor (x_1 = L \land x_2 = L \land x_3 = L) \land (x_1 = L \land x_2 = L \land x_3 = L) \land (x_1 = L \land x_2 = L \land x_3 = L)$</td>
<td>$y_1 = \text{HER}$</td>
</tr>
<tr>
<td>R1.3</td>
<td>$(x_1 = M \land x_2 = M \land x_3 = M) \lor (x_1 = H \land x_2 = H \land x_3 = M) \lor (x_1 = M \land x_2 = M \land x_3 = M) \lor (x_1 = M \land x_2 = M \land x_3 = M) \lor (x_1 = M \land x_2 = M \land x_3 = M) \lor (x_1 = M \land x_2 = M \land x_3 = M)$</td>
<td>$y_1 = \text{MER}$</td>
</tr>
<tr>
<td>R1.4</td>
<td>$(x_1 = H \land x_2 = M \land x_3 = M) \lor (x_1 = H \land x_2 = H \land x_3 = M) \lor (x_1 = H \land x_2 = M \land x_3 = H) \lor (x_1 = M \land x_2 = M \land x_3 = M) \lor (x_1 = M \land x_2 = M \land x_3 = M)$</td>
<td>$y_1 = \text{LER}$</td>
</tr>
<tr>
<td>R1.5</td>
<td>$x_1 = H \land x_2 = H \land x_3 = H$</td>
<td>$y_1 = \text{VrLER}$</td>
</tr>
</tbody>
</table>

$\text{T1} = \{\text{Low evidence of risk (LER); Medium evidence of risk (MER); High evidence of risk (HER)}\}$;

$\text{T2} = \{\text{Very low evidence of risk (VrLER); Very low evidence of risk (VrHER)}\}$.

In order to build a fuzzy model, it is necessary to determine all its elements: rules base, number and type of membership functions for each variable model, parameters of membership functions, logical operators, etc.

The structure of the fuzzy production model for assessing risk to an organization’s information security is provided in Figure 1.
1. Statement of the problem

The developed model is based on expert knowledge about the modeled information security system (ISS) [2, 5, 7]. The system information was obtained with the involvement of an expert in the domain area, with the information obtained converted in a fuzzy model. This method is efficient if the expert has a perfect knowledge of the ISS. In practical work, the expert’s knowledge is often insufficiently complete and accurate, and sometimes even contains contradictions. Therefore, the model should be based on objective system information, which can be presented by data from measuring the system input and output values [8].

These circumstances predetermine the relevance of development of the fuzzy self-tuning model for ISS risk assessment. The fuzzy model setting should primarily mean a process of determining parameters of the membership functions of input and output linguistic variables which minimize errors of the model outputs relative to the observed prototype system.

For model setting, namely, the optimization of its parameters, the following methods are most often used [9]:

◆ methods based on using neuro-fuzzy networks;
◆ searching methods;
◆ clustering-based methods.

The first group methods are associated with the conversion of a fuzzy model in a neuro-fuzzy network (NFN) and application of network training methods based on measurements of input and output system data for settings of the model network.

The second group methods are direct search methods for optimal parameters of the fuzzy model. The search process can be both ordered and unordered (trial-and-error method). The most commonly used ordered search method is a method based on the use of genetic algorithms.

Clustering-based methods combine model parameters setting and its structuring. They are used for building fuzzy self-organizing models which have control over their essential input parameters, define an optimal number of fuzzy sets for input and output linguistic variables, and establish the form and number of rules.

Currently, the most studied methods are the first group methods. They make it possible to [10]:

◆ optimize (set) parameters of the membership functions of linguistic parameters based on measurements of input and output dependences of the actual system;
◆ correct fuzzy models which are not developed adequately enough by experts;
◆ extend the expert-developed fuzzy models to the area of the studied model, where expert knowledge is limited.

The listed peculiarities explain the applicability of methods based on the use of neuro-fuzzy networks for setting a fuzzy model for assessing risk to an organization’s information security.

2. Conversion of fuzzy model to neuro-fuzzy network

A conversion of fuzzification block elements is provided in Figure 2, which depicts a conversion of the piecewise linear membership functions to a fragment of the neural network.

To set parameters $a_i$ of the membership functions in the course of network training, it is necessary to calculate derivatives of output values of the fuzzification block using appropriate parameters.

Block fuzzification results in calculated values of a degree of membership of input values by fuzzy set $A_j$, each of which represents a linguistic range of definition.

The conversion of block elements of the rules base predicts presentation of the rule condition in the form of a neural network fragment. In this case, operations “AND” and “OR” can be performed using T- and S-norms and standards, or through other operators.

The input parameters of the defuzzification block are activation degrees $\mu_k(y)$ of fuzzy sets $B_i$ at the model output. The center-of-gravity method is used for their conversion to a distinct number.
As a result, the neuro-fuzzy network corresponding to the fuzzy model in Table 3 will have the structure given in Figure 3.

3. Application of Neuro-Fuzzy Designer package for building the NFN

The developed NFN is built based on the adaptive neuro-fuzzy inference system (ANFIS) [8, 9] through the Neuro-Fuzzy Designer package of MATLAB software [11]. ANFIS is a neural network with several inputs and one output, which in their turn are fuzzy linguistic variables. In this case, the terms of input and output linguistic variables are described by membership functions that are coherent with the developed fuzzy self-tuning model of the IS risk assessment.

In the fuzzification phase, the triangular membership functions (Figure 4) for term sets of input ($x_1, x_2, x_3$) and output ($y_1$) linguistic variables (LV) were specified:

- $x_1$ – LV “Software and hardware protection” ($SwHwPrt$);
- $x_2$ – LV “Organizational protection” ($OrgPrt$);
- $x_3$ – LV “Legal protection” ($LegPrt$);
- $y_1$ – LV “Risk of effective protection reduction” ($RiskPrt$).

The generated fuzzy inference system, which contains 27 rules of fuzzy products, is depicted in Figure 5.

NFN training was performed based on the training sample, which contained 200 sets representing a vector of values of factor levels having an impact on the risk, (input LV) and values of IS risk level (output LV). The data was obtained by generalizing the domain expert opinions using the Delphi method within the approach proposed in paper [12]. To generate training sets, the data received from the intrusion detection systems, antivirus programs, firewalls and other systems included in the ISS can be also used.

The Neuro-Fuzzy Designer package enables you to train using the method of backpropagation, the main purpose of which is to set up all multilayer structure layers by changing weights of intermediate layers, and the hybrid method, which is a combination of the method of least squares and the method of backpropagation. The results of applying NFN training methods for risk assessment of information security are provided in Table 4.

Table 4. Application of Training Methods for Neutron-Fuzzy Network

<table>
<thead>
<tr>
<th>Training method</th>
<th>Error value</th>
<th>Number of stages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method of backpropagation</td>
<td>0.0271</td>
<td>200</td>
</tr>
<tr>
<td>Hybrid method</td>
<td>0.0108</td>
<td>28</td>
</tr>
</tbody>
</table>

$^2$ Number of stages required for achieving a stated error value
Fig. 3. Neuro-fuzzy network (fragment)
Fig. 5. Structure of fuzzy inference system
As the Table shows, the hybrid training method enables us to get better results of network errors value during a fewer number of stages. With this in mind, for configuring the membership function parameters the choice was made in favor of the hybrid method. Figure 6 depicts a result of optimization (setting) of membership function parameters of the linguistic variable $SwHwPr$.

Figure 7 depicts a surface of the trained fuzzy model, which shows how output LV depends on two input LV; meanwhile, the third variable value is fixed.

The graphical view of dependence of output LV ($RiscPr$ — “Risk of effective protection reduction”) on input LV ($SwHwPr$ — “Software and hardware protection” and $OrgPr$ — “Organizational protection”) shows an expected increase of the value of risk of effective protection reduction of an organization with the decrease of the hardware-software protection and organizational protection [2].

Therefore, a smooth and monotone dependence diagram of the reduced “output surface” implies a good “quality” of the output mechanism and adequacy and consistency of the used inference rules.

The risk assessment mechanism based on NFN has broad capabilities. In particular, it can be adapted to the existing risk management models, and can be also modified taking into account the actual conditions of the organization’s information security policy [7].

**Conclusion**

The fuzzy production model described in the introduction was the first approximation for the subject domain concerned and was to be set up. The developed fuzzy self-tuning model of the information security risk assessment enabled us to adjust parameters of the membership functions for linguistic variables for the information security systems under study and obtain a more adequate fuzzy production model.

The fuzzy self-tuning model we implemented enables us to perform continuous analysis of the information security risk, and the information obtained as a result of fuzzy modeling enables IT managers to identify risk priorities (from “very high” to “very low”) and to develop effective action plans to reduce the impact of the most hazardous threats.
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Аннотация

В статье обосновывается важность применения оценки рисков при реализации системы обеспечения информационной безопасности. Рассматриваются наиболее распространенные методики оценки риска и предлагается использовать для этих целей теорию нёчеткой логики. Описывается предложенная нечеткая продукционная модель (НПМ), в которой определены семь входных лингвистических переменных, характеризующих факторы риска, четыре выходных лингвистических переменных, характеризующих риски различных областей информационной безопасности, а также четыре базы правил.

Исследование выполнено при финансовой поддержке РФФИ, в рамках научного проекта № 16-31-00285 «Методы и модели нечеткой логики в системах принятия решений управления рисками»
Отмечается, что НПМ является первым приближением для рассматриваемой предметной области и требует оптимизации с целью минимизации ошибки выходов модели. Рассматриваются наиболее распространенные методы оптимизации параметров нечетких моделей и обосновываются преимущества применения методов, основанных на использовании нейро-нечетких сетей (ННС).

Описывается процесс преобразования элементов нечеткой модели, таких как блок фаззификации, блок базы правил и блок дефаззификации во фрагменты нейронной сети. Результатом данного процесса является нейро-нечеткая сеть, соответствующая нечеткой модели.

Построение разработанной ННС осуществляется на основе системы нейро-нечеткого вывода (adaptive neuro-fuzzy inference system, ANFIS) посредством применения специализированного пакета Neuro-Fuzzy Designer программного средства MATLAB. Обучение модели было выполнено гибридным методом, который представляет собой комбинацию методов наименьших квадратов и обратного распространения ошибки. Результатом данного процесса является оптимизация (настройка) параметров функций принадлежности входных лингвистических переменных.

Использованный подход нейро-нечеткого моделирования позволил получить более адекватную нечеткую продукционную модель, которая позволяет проводить лингвистический анализ рисков информационной безопасности организации. Полученные с ее помощью сведения позволяют ИТ-менеджерам определять приоритеты рисков и разрабатывать эффективные планы мероприятий по снижению влияния наиболее опасных угроз.

Ключевые слова: риск, информационная безопасность, лингвистическая переменная, функция принадлежности, нейро-нечеткая сеть, система нейро-нечеткого вывода, дизайнер нейро-нечетких сетей.
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- Результаты работы описывают предельно точно и informatивно. Приводятся основные теоретические и экспериментальные результаты, фактические данные, обнаруженные взаимосвязи и закономерности. При этом отдает предпочтение новым результатам и данным долгосрочного значения, важным открытиям, выводам, которые опровергают существующие теории, а также информации, которая, по мнению автора, имеет практическое значение.
- Выводы могут сопровождаться рекомендациями, оценками, предложениями, гипотезами, описанными в статье.
- Сведения, содержащиеся в названии статьи, не должны повторяться в тексте аннотации. Следует избегать лишних вводных фраз (например, «автор статьи рассматривает...»).
- Исторические справки, если они не составляют основное содержание документа, описание ранее опубликованных работ и общеконцептуальные положения, в аннотации не приводятся.
- В тексте аннотации следует употреблять синтаксические конструкции, свойственные языку научных и технических документов, избегать сложных грамматических конструкций.
- В тексте аннотации следует применять значимые слова из текста статьи.

**КЛЮЧЕВЫЕ СЛОВА** приводятся на русском и английском языках. Количество ключевых слов (словосочетаний) — 6-10. Ключевые слова или словосочетания отделяются друг от друга точкой с запятой.

**ФОРМУЛЫ.** При наборе формул, как выключных, так и строчных, должен быть использован редактор формул MS Equation. В формульных и символьных записях греческие (латинские) буквы — наклонным курсивом (пример «cos a», «sin b», «мин», «макс»). Графические и векторные файлы допускаются с использованием графического векторного файла в формате WMF/EMF или CD/R v.10. Фотографические материалы предоставляются в формате TIF или JPEG, с разрешением изображения не менее 300 точек на дюйм. Нумерация рисунков — сквозная.

**ТАБЛИЦЫ** оформляются средствами MS Word или MS Excel. Нумерация таблиц — сквозная.

**СПИСОК ЛИТЕРАТУРЫ ДЛЯ АНГЛОЯЗЫЧНОГО БЛОКА** оформляется в соответствии с требованиями SCOPUS (примеры оформления размещены на сайте журнала http://bi.hse.ru/). Нумерация библиографических источников — в порядке цитирования. Ссылки на иностранные литературу — на языке оригинала без сокращений.


**ЛИЦЕНЗИОННЫЙ ДОГОВОР**

Для размещения полнотекстовых версий статей на сайте журнала с авторами заключается лицензионный договор о передаче авторских прав.

Плата с авторов за публикацию рукописей не взимается.