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Abstract

Customer retention is one of the most important tasks of a business, and it is extremely important to 
allocate retention resources according to the potential profitability of the customer. Most often the problem 
of predicting customer churn is solved based on the RFM (Recency, Frequency, Monetary) model. This 
paper proposes a way to extend the RFM model with estimates of the probability of changes in customer 
behavior. Based on an analysis of data relating to 33 918 clients of a large Russian retailer for 2019–2020, 
it is shown that there are recurring patterns of change in their behavior over a single year. Information 
about these patterns is used to calculate the necessary probability estimates. Incorporating these data into a 
predictive model based on logistic regression increases prediction accuracy by more than 10% on the metrics 
AUC and geometric mean. It is also shown that this approach has limitations related to the disruption of 
behavioral patterns by external shocks, such as the lockdown due to the COVID-19 pandemic in April 2020. 
The paper also proposes a way to identify these shocks, making it possible to forecast degradation in the 
predictive ability of the model.
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Introduction

The concept of customer relationship man-
agement (CRM) implies the acquisition 
and retention of the most profitable cus-

tomers based on an understanding of their values and 
the motives that determine behavior [1]. The costs of 
retention are much lower than those of attracting new 
customers, and the loss of a customer means the loss of 
all purchases that he could make during the life cycle 
[2]. Since not all customers are equally attractive to the 
company financially, it is extremely important to first 
determine their profitability, and then appropriately 
allocate resources to retain them [3].

The problem of optimizing customer retention costs 
is solved in two stages: the first is customer segmen-
tation, and the second is the prediction of changes in 
their behavior. For segmentation, clustering methods 
are usually used, which allow us to divide a set of cli-
ents into internally homogeneous groups (classes) 
which at the same time differ greatly from each other 
[4]. The goal of models that solve the second problem 
is to identify customers who can change their group, 
for example, move from the class of active buyers to 
the class with low purchasing [5]. This approach is 
called customer churn prediction. This problem can be 
reduced to a binary classification problem: using cus-
tomer data for periods 1, ..., t, train a classifier h that 
predicts the probability that in period t + 1 a customer 
will remain in the same group, move to a group that 
generates more income (class label 0), or move to a 
group with an aggregate lower income (class label 1). 
Based on these forecasts, companies develop differen-
tiated marketing strategies aimed at retaining custom-
ers belonging to class 1 [2].

The most widely used approach to the analysis of 
customer behavior is the RFM model, which combines 
data on the time passed since the last activity of the cus-
tomer (Recency), the number of his purchases for the 
period t (Frequency) and the total amount of money 
spent (Monetary) for the same period [6]. According 
to the traditional approach, the customer database for 
each of the three RFM dimensions is divided into five 
equal segments (quantiles). The top 20% of custom-
ers get label 5, the next 20% get label 4, and so on. 
As a result, each customer is associated with a label 
containing three numbers corresponding to quantiles 
according to RFM measurements, for example, 534 
or 231. Thus, 125 groups of customers with potentially 
different behavior are allocated. It is obvious that this 
approach has drawbacks, since it does not guarantee 
that the selected groups, firstly, are internally homo-
geneous, or secondly, that they differ greatly from each 
other. Therefore, recently cluster analysis methods 
(k-means, self-organizing Kohonen maps, etc.) are 
more often used; they allow us to divide the customer 
database using formal metrics [7].

Many authors consider variations of the RFM 
model, expanding it with additional dimensions, 
including using the dynamics of customer behavior. 
For example, a model that considers discounts is pro-
posed in [8], and the duration of a client’s stay in a 
certain cluster is considered in [9].

In the context of the task of predicting the outflow of 
customers, the discovery of patterns that describe stable 
trajectories of consumer movement between clusters is 
one of the most important areas of research. For this, 
various dynamic models based on pattern identification 
with such methods as clustering [10, 11], association 
rules [12], and hidden Markov models [13] are used.
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The purpose of this study is to develop a method 
that allows us to predict a change in customer behav-
ior (i.e., their movement from one class to another) 
considering information on consumer flows between 
groups accumulated over previous periods. Accord-
ing to our hypothesis, the intensity of the transition 
of clients from one class to another varies throughout 
the year, but there is a stable pattern that repeats from 
year to year. Thus, we can consider the observed rates 
of flows of clients from class to class as estimates of 
the probability that the client will leave the cluster in 
which he is currently located. The inclusion of this 
information in the predictive model should signifi-
cantly increase the accuracy of the prediction.

1. Data and task  
formalization

To test the formulated hypothesis, a data set was 
used that includes information on purchases made 
by customers of a large Russian retail chain in  

2019–2020. The data was consolidated monthly, and 
for each customer the following values were calcu-
lated:

 ♦ R – the number of days that have passed since the 
last purchase until the beginning of the current 
month,

 ♦ F – the number of purchases in the current month,
 ♦ M – is the total amount of the client’s expenses 
(retail network income) in the current month.

Other data often used in customer churn forecasting 
tasks (age, gender, marital status, etc.) were not used 
in this case, since they contain a significant number 
of gaps and unreliable values. After removing outli-
ers and incomplete data, a set was obtained contain-
ing information about 33 918 customers who made at 
least five purchases in two of the studied years.

At the next stage, stable user clusters were iden-
tified. To do this, the data were divided into peri-
ods of one month and grouped as follows. Custom-
ers who did not make purchases in the month under 

Fig. 1. (a) – average income and 95% confidence interval for clusters of customers who make purchases;  
(b) – change in the number of clients by clusters.
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consideration (obviously, for them F = 0 and M = 0) 
were considered to belong to the same cluster and 
were excluded from the analyzed data set; customers 
with F > 0 and M > 0 were segmented using the algo-
rithm k-means. The quality of the resulting separa-
tion for a different number of clusters was evaluated 
using the silhouette score [14]. The maximum values 
were obtained for splitting into three clusters (one 
including customers without purchases in the current 
month, and two identified by the k-means algorithm 
among customers with purchases). The average value 
of the silhouette score for 24 months is 0.708, the 
minimum is 0.649 for December 2019 and the maxi-
mum is 0.779 for April 2020.

Figure 1(a) shows the change in the average retail 
chain income  from a customer and the corre-
sponding 95% confidence interval for two clusters of 
buyers making purchases. A cluster that gives a higher 
average income brings together buyers who can be 
defined as “loyal,” while a cluster of customers that 
generate less income can be called “sleeping”. The 
third cluster, which unites customers without pur-
chases, we called “churn”. Figure 1(b) presents the 
change in the number of clusters.

Analyzing the presented graphs, we can conclude 
that there are certain patterns that repeat from year 
to year. For example, in December, the size of the 
loyal cluster increases and the income generated by it 
increases simultaneously; this is associated with sea-
sonal holidays (New Year and the corresponding holi-
days).

An analysis of the significance of exogenous var-
iables was also performed using a method based on 
measuring the decrease in the accuracy of the model 
when mixing the values of the attribute of interest 
(permutation importance [15]). Logistic regression 
was used as the base classifier because this model 
is robust to perturbations, and the accuracy of the 
model was estimated using the area under the receiver 
operating characteristic curve (AUC) because this 
metric is not sensitive to class imbalance [16]. The 
results obtained show that the most significant 

features (in descending order of significance) are  
Rt, Mt, Ft, preceding the predicted period t + 1, i.e., 
the process of changing customer behavior under 
study is Markovian. Data from earlier periods 
does not affect the quality of the prediction. This 
is consistent with the results of other researchers  
[4, 17, 18].

Thus, the formulation of the customer churn pre-
diction problem can be refined as follows. Let X be 
the set of customer descriptions and Y = {0, 1} the set 
of class labels. We must build an algorithm h: X  Y, 
capable of classifying an unknown object x  X accord-
ing to a known finite training sample D = {[Rt, Mt, Ft]1, 
y1, ..., [Rt, Mt, Ft]m, ym}, where y  Y, and the vector  
(Rt, Mt, Ft )  X is a feature description of the object.

2. Modeling customer flows

As noted above, many researchers focus on expand-
ing the feature vector  including additional features 
in it, which improves the accuracy of the classifica-
tion algorithm. In this paper, it is proposed to use 
information about the dynamics of customer flows 
between clusters.

This idea was inspired by epidemiological mod-
els (EM), which consider the movement of people 
between different groups: susceptible, infectious, 
recovered, etc. [19]. The intensity of movement from 
group A to group B is determined by the transition rate  

 AB, which determines the proportion of members of 
group A who moved to B. In most EMs, these rates are 
considered as exponentially distributed random vari-
ables, but in our case, their exact values can be calcu-
lated, since the number of all groups is always known. 
The second difference is that EMs usually assume a 
limited number of possible trajectories of movement 
between groups; in our case, the client can move from 
his group to any other. Considering all the above, the 
dynamics of customers can be represented by the fol-
lowing difference equations:
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Here Lt, St, Ct  are the number of clients in the 
“loyal”, “sleeping” and “churn” clusters, respec-
tively, at time t;

 is the flow coefficient that determines which part 
of the clients who are in group A at time t will move to 
group B in period t + 1. 

The index t + 1 in this case means that the value 
of this coefficient will become is known only after the 
moment t + 1.

The coefficient  can be calculated as

                             ,

where  is the number of clients (flow) who moved 
from group A to B in the interval between t and t + 1;  
is the number of clients in group A at time t.

A comparative analysis of the flow coefficients is 
shown in Figs. 2–4. The top graphs in each figure rep-
resent the values of the coefficients for the months of 
2019 and 2020 (in this case, the subscript of the vari-
able means the year), as well as the difference between 
them. Areas shaded in different shades represent dif-
ferent seasons (winter, spring, summer, and autumn). 
It can be seen that there is no seasonality associated 
with the time of year. The vertical dotted line cor-
responds to December, when, as noted above, there 
is an increase in the number of purchases. It follows 
from these graphs that the values of the coefficients 
for different years are quite close, and the difference 
between them tends to zero (marked with a horizontal 
dotted line). The only exception is observed in April. 
This is because a lockdown was introduced in April 
2020 due to the COVID-19 pandemic, which led to a 
decrease in the activity of buyers.

The bottom pair of graphs in each figure shows the 
distribution of the values of the respective coefficients 
for both years under study, as well as the kernel den-

Fig. 2. Flow coefficients to cluster С (churn).
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Fig. 3. Flow coefficients to the cluster L (loyal).

Fig. 4. Flow coefficients to the cluster S (sleeping).
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sity estimation (KDE) of this distribution and the 
normal distribution with the mean and variance cal-
culated from the observed values. It can be seen from 
these graphs that the distribution of the values of the 
flow coefficients is close to normal. Also, based on the 
information presented, it can be assumed that the time 
series representing the values of the coefficients for 
both years are stationary.

To test the assumption of stationarity of time series, 
an Augmented Dickey-Fuller test (ADF) was per-
formed. The values of the corresponding statistics 
are presented in Table 1, column ADF. The results 
obtained prove that the null hypothesis about the pres-
ence of unit roots and, consequently, the non-station-
arity of the series is rejected for all coefficients except   

 CL and  LS. However, if we exclude the observation 
corresponding to April 2020, which introduces the 
greatest disturbances, then all the series become sta-
tionary (column ADF-4).

In addition, to assess the similarity of the coef-
ficients for the two years studied, two measures were 
calculated (Table 1): cosine similarity (CS) and mean 
absolute percentage error (MAPE)

In this case, P and N are vectors of flow coefficients 
for 2019 and 2020, respectively.

Cosine similarity is the cosine of the angle between 
two vectors in n-dimensional space, where n is the 
number of values in the sequence. As follows from 
Table 1, the angle between vectors of the flow coef-
ficients is almost zero, i.e., the directions of the vec-
tors coincide. Relatively high MAPE values are also 
explained by the results of the lockdown due to the 
COVID-19 pandemic. This is proved by comparing 
the MAPE (%) and MAPE-4 (%) columns calculated 
respectively on all data and the data from which April 
was excluded.

Thus, it can be assumed that the inclusion of infor-
mation about flows between groups in the number of 
features when solving the problem of predicting the 
outflow of customers will improve the accuracy of clas-
sification. Using the coefficients , we can calculate 

Table 1.
The results of testing for stationarity and similarity measures  

of coefficients  for 2019 and 2020

Coefficients ADF ADF-4 CS MAPE (%) MAPE-4 (%)

Flows  
to cluster C

 LC –5.088* –4.121* 0.982 16.0 9.2

 SC –4.594* –4.855* 0.993 10.4 6.8

Flows  
to cluster L

 CL –2.777** –7.968* 0.990 10.9 8.3

 SL –5.367* –6.612* 0.992 8.4 5.0

Flows  
to cluster S

 CS –1.431 –10.757* 0.992 12.4 11.7

 LS –0.995 –5.649* 0.997 7.5 7.5

* p <0.01; ** p < 0.1.
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an estimate  of the conditional probability p(y = 1|X)  
of moving a customer from a group with high purchase 
costs to a cluster with lower costs, i.e., from the loyal 
cluster to the sleeping or churn clusters and from the 
sleeping cluster into the churn cluster. In accordance 
with the conditions formulated above, the assessment 
of the probability that the client belongs to class 1 is 
defined as

Since the estimate of  for the forecast period is 
unknown, we introduce an additional variable ,  that 
considers potential changes in  based on the data of 
the previous year

where q is the time lag corresponding to the duration 
of the pattern of repetitive customer behavior. In this 
case q = 12.

3. Results and discussion

To test the effectiveness of the proposed approach, 
a numerical experiment was conducted to predict 
the outflow of customers based on a logistic regres-
sion model. The model was trained on two data sets: 
the first one included the metrics D1 = [R, F, M];  
the second one was extended by the variables 
рен за счет предложенных здесь переменных  
D2 = [R, F, M, , ] proposed here. The task of the 
model was to determine the class of the object in 
the period t + 1 from the data in period t. Train-
ing, respectively, was carried out on the data set  
[(R, F, M, , )t–1, yt].

The results of serial testing of the model on vali-
dation samples over different periods are presented 
in Table 2. The metrics used are the area under the 
receiver operating characteristic curve (AUC) and the 
geometric mean

,

Table 2. 

The value of the TNR, TPR, AUC и Gmean metrics for logistic regression

Period
D1 = [R, F, M]

Gmean AUC Gmean AUC

04/20 0.811 0.812 0.856 0.863 1.055 1.063

05/20 0.739 0.745 0.741 0.747 1.004 1.003

06/20 0.781 0.781 0.000 0.500 0.000 0.640

07/20 0.767 0.767 0.846 0.854 1.102 1.113

08/20 0.750 0.750 0.750 0.750 1.000 1.000

09/20 0.733 0.734 0.839 0.850 1.145 1.158

10/20 0.758 0.758 0.841 0.853 1.109 1.125

11/20 0.743 0.743 0.842 0.854 1.134 1.148

12/20 0.742 0.742 0.831 0.839 1.120 1.131
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where TPR and TNR are the proportion of correctly 
classified objects of true positive rate (y = 1) and true 
negative rate (y = 0), respectively. The choice of this 
metric in addition to AUC is justified by the fact that, 
other things being equal, the geometric mean has a 
higher value for balanced predictions for both clas-
ses [16].

As follows from Table 2, the inclusion of variables   
,  provides an increase in the accuracy of the pre-

dictive model (in most cases, more than 10%) during 
periods when there are no external shocks. Thus, the 
proposed approach can be used to develop individ-
ual strategies for retaining users in a relatively stable 
time.

At the same time, the model turns out to be use-
less when the influence of external disturbances is 
catastrophic, and this influence manifests itself with 
a delay (see results for the period 06/20). In this 
case, the predictive ability of the model corresponds 
to random guessing (AUC = 0.5), and all predicted 
objects are classified as belonging to class 0. This is 
quite understandable, since to predict the period t = 6 
based on data from period t = 5, a model is used that 
is trained to classify objects at time t = 5 on data t = 4, 
when the behavior of customers has changed dramati-
cally due to the lockdown. This means that in April 
2020 there was a violation of the customer behavior 
pattern based on which estimates of the probability of 
behavior change are built. However, this situation is 
not critical since the decrease in the predictive ability 
of the model due to external shocks is quite foresee-
able and can be taken into account when using it.

A signal warning about a potential decrease in the 
accuracy of the model is a significant deviation at the 
moment t of the current values of the coefficients  
from the values recorded for this moment in previ-

ous years. This deviation can be detected by analyz-
ing the graphs presented in Figs. 2–4 or by statistical 
methods. If there is such a deviation for the forecast 
at t + 2, it is advisable to use a model trained on the 
data D1 = [R, F, M].

Conclusion

The paper shows that in the analyzed retail net-
work there is a repeating pattern of customers mov-
ing between groups with the same behavior lasting 
one year. Using information about customer flows 
between these groups allows you to assess the likeli-
hood of a change in their behavior. Compared with 
the traditional RFM model, the forecasting accuracy 
is increased by more than 10%.

It also demonstrates the limitations of the pro-
posed approach, which are associated with a viola-
tion of the behavior pattern due to external shocks. A 
method for identifying such a violation is proposed, 
making it possible to predict the degradation of the 
predictive ability of the model.

In conclusion, we also list possible ways to 
improve the efficiency of the proposed method:

 ♦Using a sample spanning more than two years. This 
will make it possible to more accurately determine 
the average values of the  coefficients, as well 
as consider their trends.
 ♦Selection of periods of shorter duration (for 
example, a week). Potentially, this can make it 
possible to detect patterns of behavior change 
of higher frequency, which will increase the 
accuracy of forecasting in the short term.
 ♦Use of more complex models than logistic 
regression. 
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