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Abstract

This article presents a new approach to modeling and optimizing individual decision-making strategies in multi-agent socio-economic systems (MSES). This approach is based on the synthesis of agent-based modeling methods, machine learning and genetic optimization algorithms. A procedure for the synthesis and training of artificial neural networks (ANNs) that simulate the functionality of MSES and provide an approximation of the values of its objective characteristics has been developed. The feature of the two-step procedure is the combined use of particle swarm optimization methods (to determine the optimal values of hyperparameters) and the Adam machine learning algorithm (to compute weight coefficients of the ANN). The use of such ANN-based surrogate models in parallel multi-agent real-coded genetic algorithms (MA-RCGA) makes it possible to raise substantially the time-efficiency of the evolutionary search for optimal solutions. We have conducted numerical experiments that confirm a significant improvement in the performance of MA-RCGA, which periodically uses the ANN-based surrogate-model to approximate the values of the objective and fitness functions. A software framework has been designed that consists of the original (reference) agent-based model of trade interactions, the ANN-based...
Introduction

Currently, there is a growing interest in studying the behavior of multi-agent socio-economic systems (MSES) and developing decision support systems (DSS) using agent-based modeling (AOM), machine learning and heuristic (in particular, genetic) optimization algorithms.

Most modern DSS can be divided into two enlarged classes: effective control systems based on simulation, including optimization modeling, and expert decision support systems.

As examples of DSS belonging to the first type, we can highlight: a software package designed to manage the investment activities of a large oil company [1], a decision support system for environmental and economic planning [2], intelligent transport systems [3–5], etc.

The most well-known DSS of the second type include expert systems for making strategic decisions using the hierarchy analysis method [6, 7], systems designed to prioritize decisions in the management of IT projects [8], systems that support the ability to select the best alternatives in case of poorly structured initial data [9], etc.

In that work, the MSES management system of the first type, intended mainly for the formation of optimal strategies for making individual decisions in multiple trade interactions (concluding barter and monetary transactions), is proposed. A software implementation of a modified model of random sales [10] was performed with the use of the agent-based modeling methods [11, 12], machine learning [13, 14], genetic [1, 3, 15], and particle swarm optimization algorithms [16].

The urgency of development of such an intelligent system is mainly due to the high computational complexity of determining the optimal moments for concluding barter and monetary transactions in trading systems with random interactions of economic agents. In particular, in conditions when economic agents maximize the utility of future consumption due to the effective control of their own states, allowing or blocking paired trade interactions. The traditional approach to finding optimal strategies in such multi-agent systems is based on solving optimal control problems using the classical methods of variational calculus and dynamic programming [17]. However, due to the high dimensionality of such MSES’ models (i.e. a large number of interacting agents) the computational complexity of searching for individual solutions increases many times over. Therefore, it is necessary to develop a software package that uses machine learning methods and heuristic algorithms for an approximate solution of the optimal control problems for the strategy of trade interactions in the MSES.

The purpose of this work is to develop a new approach to modeling and forming strategies for making individual decisions in MSES using machine learning methods, particle swarm and genetic optimization
algorithms. The general methodology of this approach is to create a simulation model of MSES, perform experiments (such as the Monte Carlo type) with the model to form a training sample, synthesize an artificial neural network (ANN) with the optimal topology and integrate it into a genetic optimization algorithm for use as a surrogate model, significantly accelerating the evolutionary search for solutions within the entire ensemble of interacting economic agents. At the same time, the effectiveness of the approach we developed and the software we designed is investigated with the use of the single-objective optimization problem for the proposed agent-based model of trade interactions, implemented with the agent-based modeling system FLAME GPU [18] and the OpenNN machine learning library [19], as the case study.

1. Agent-based model of trade interactions

The essential feature of the proposed agent-based model of trade interactions that highlights it among the previously known ones is considering the initial spatial arrangement of sellers and buyers, which is set using various configurations, examples of which are shown in Fig. 1.

In the model, at each moment, between each arbitrary pair of agents mutually located within the boundaries of the trade interaction zone (Fig. 1), a barter or monetary transaction can be completed (i.e., the exchange of goods for goods, or the exchange of goods for its monetary equivalent), if these agents, firstly, are in the state of readiness for such transactions, and secondly, they have the necessary product, or a product that is close to the target product in terms of its consumer characteristics.

Here,

\[ T = \{ t_0, t_1, ..., |T| \} \] is the set of time moments (by days), \(|T|\) is the total number of moments;

\( t_0 \in T, t_{|T|} \in T \) are the initial and final moments of the model;

\( I = \{ i_1, i_2, ..., i_{|I|} \} \) is the set of agent indices, where \(|I|\) is the total number of agents, \( i_s \in I \) are the sellers’ indices, \( i_b \in I \) are the buyers’ indices;

\[ r \] – trade interaction radius

![Fig. 1. Possible configurations of the initial distribution of agents in the MSES space.](image-url)
\( P = \{ p_1, p_2, ..., p_\mid P \mid \} \) is the set of product indices, \( \mid P \mid \) is the total number of products, \( p(t_k) \in P, i \in I, \)
\( t_k \in T \) is the product index belonging to the \( i \)-th agent, \( \delta(t_k) \in P, i \in I, t_k \in T \) is the product index that is needed for the \( i \)-th agent;
\( (b(t_k), m(t_k)) \in (0, 1), i \in I \) is the state of readiness of the agent to conclude barter and monetary transactions, respectively, at moment \( t_{k-1}, (t_{k-1} \in T): 0 - \) transactions are prohibited, \( 1 - \) transactions are allowed.

Then, the distance between the product of \( \hat{i} \)-th agent-seller \((\hat{i} \in I)\) and the product of the \( \hat{i} \)-th agent-buyer \((\hat{i} \in I)\), measured along the arc’s length of a numerical circle with evenly distributed numbers \( 1, 2, ..., \mid P \mid \) at moment \( t_{k-1}, (t_{k-1} \in T): \)
\[
\delta_{ii}(t_k) = \frac{1}{\mid P - 1 \mid} \min \{|p_i(t_k) - d_i(t_k)|, \mid P - |p_i(t_k) - d_i(t_k)| \}. \tag{1}
\]

At the same time, the assessment of the level of compliance of the product of the agent-buyer with the interests of the agent-seller can be given as:
\[
\gamma_{ii}(t_k) = \begin{cases} 1, & \text{if } \delta_{ii}(t_k) \leq \omega, \\ 0, & \text{if } \delta_{ii}(t_k) > \omega, \end{cases} \tag{2}
\]
\( \omega \geq 0 \) is the coefficient of threshold compliance of the product of the agent-buyer (the coefficient of ‘contractability’).

At the same time, the readiness states of the \( i \)-th agent \((i \in I)\) to complete barter and monetary transactions can be formed for each moment \( t_{k-1}, (t_{k-1} \in T) \) using, in particular, the log-normal \((\text{the first method})\) or beta distributions \((\text{the second method})\) with given characteristics:
\[
\begin{align*}
b_i(t_k) &= \begin{cases} \ln N(\mu_s, \sigma_s^2), & \text{if I is fulfilled}, \\ 0, & \text{if II is fulfilled}, \end{cases} \\
m_i(t_k) &= \begin{cases} \ln N(\mu_m, \sigma_m^2), & \text{if IV is fulfilled}, \\ 0, & \text{if V is fulfilled}, \end{cases}
\end{align*}
\tag{3}
\]

\[
\begin{align*}
b_i(t_k) &= \begin{cases} \ln N(\mu_s, \sigma_s^2), & \text{if I is fulfilled}, \\ 0, & \text{if II is fulfilled}, \end{cases} \\
m_i(t_k) &= \begin{cases} \ln N(\mu_m, \sigma_m^2), & \text{if IV is fulfilled}, \\ 0, & \text{if V is fulfilled}, \end{cases}
\end{align*}
\tag{4}
\]

where
I. if the log-normal distribution is used to form the readiness states of agents for barter transactions and \( \ln N(\mu_s, \sigma_s^2) > 0 \),
II. if the log-normal distribution is used to form the readiness states of agents for barter transactions and \( \ln N(\mu_s, \sigma_s^2) = 0 \),
III. if the beta distribution is used to form the readiness states of agents for barter transactions,
IV. if the log-normal distribution is used to form the readiness states of agents for monetary transactions and \( \ln N(\mu_m, \sigma_m^2) > 0 \),
V. if the log-normal distribution is used to form the readiness states of agents for monetary transactions and \( \ln N(\mu_m, \sigma_m^2) = 0 \),
VI. if the beta distribution is used to form the readiness states of agents for monetary transactions.

Here,
\( \ln N(\mu_s, \sigma_s^2), \ln N(\mu_m, \sigma_m^2) \) are random variables having log-normal distributions with parameters \( \mu_s, \sigma_s^2 \) and \( \mu_m, \sigma_m^2 \), where \( \mu_s, \mu_m \in (-1, 1), \sigma_s^2, \sigma_m^2 \in (0, 1) \);
\( \text{Beta}(\alpha_s, \beta_s), \text{Beta}(\alpha_m, \beta_m) \) are random variables having beta distributions with parameters \( \alpha_s, \beta_s \) and \( \alpha_m, \beta_m \), respectively.

The value of the utility function of the \( \hat{i} \)-th agent \((i \in I: \gamma_{\hat{i}i}(t_k) = 1)\) at moment \( t_k (t_k \in T) \) calculated as:
\[
u_i(t_k) = \gamma_{\hat{i}i}(t_k) \left( (\delta_{\hat{i}i}(t_k) + 1)^{-v} - \lambda r \right). \tag{5}
\]

where
\( r \in [1, \bar{r}] \) is the trade interaction radius, i.e. the range of cells of the discrete location space of agents considered to be neighbors, \( \bar{r} \) is the maximum allowable distance between interacting agents;
\( \{v, \lambda\} \) are coefficients that determine the impact of the costs of the distance between the target and the purchased product, as well as between the buyer and the seller, respectively.

The main control parameters of such the MSES are as follows: the configuration of the initial location of agents in space, the radius of trade interaction, the
’contractability’ coefficient, the parameters of log-normal and beta distributions used to form the states of readiness of agents to conclude transactions, the probability of moving agents in space, etc.

Each agent-buyer maximizes its own utility function over the set of control parameters under constraints that have a clear physical and economic meaning. At the same time, the average (over the population of agents) utility of future consumption can be considered as the integral objective function of the MSES:

$$ U = \frac{1}{|I|} \sum_{i=1}^{|I|} \sum_{s=1}^{S} u_i(t_s). \quad (6) $$

The software implementation of model (1)–(6) is made in the FLAME GPU environment using C++ and the graphics processing unit (GPU) architecture, which allows us, in particular, to parallelize the agent behavior logic through special functions of the FLAMEGPU_AGENT_FUNCTION type.

Table 1 presents the main functions developed for the considered model with their input and output parameters.

### 2. Synthesis procedure for artificial neural network

The MLP (Multilayer perceptron) model was chosen as the main configuration of the ANN for the task of approximating the objective function of the studied MSES (i.e., the agent-based model of trade interactions).

The most important hyperparameters of the designed ANN which significantly affect the approximation quality are as follows:

- $\mu > 0$ is the initial learning rate;
- $L = \{ l_1, l_2, ..., l_L \}$ is the number of hidden layers in MLP;
- $n_i > 0$, $i \in L$ is the number of neurons in each of the available hidden layers, $n \in N$, where $N$ is the set of all neurons;
- $F_i \in \{ TANH, ELU, HSIG \}$, $i \in L$ is the activation function used for all neurons of the $i$-th hidden layer (hyperbolic tangent, exponential linear, ‘hard’ sigmoid);
- $w_{n_i}$, $i \in N$, $i \in L$ are weight coefficients of the $n_i$-th neurons of the $i$-th hidden layer.

At the same time, the main criterion for the quality estimation of the ANN in the system being considered is the training error (the loss function), which should be minimized by the set of hyperparameters and weights:

$$ \min_{(\mu, L, F_i, w_{n_i})} E, n_i \in N, i \in L, \quad (7) $$

where

$$ E = \frac{1}{|M|} \sum_{m=1}^{M} \left( \hat{U}_m(\mu, L, n_i, F_i, w_{n_i}, X_m) - \hat{U}_m(X_m) \right)^2, \quad (8) $$

Here,

- $M = \{ m_1, m_2, ..., |M| \}$ is the set of training sample data, where $|M|$ is the size of the training sample;
- $Q = \{ q_1, q_2, ..., |Q| \}$ is the set of iterations of the ANN learning algorithm, $|Q|$ is all iterations of the machine learning algorithm;
- $\hat{U}_m$, $q \in Q$, $m \in M$ are the approximated values of the objective function (future consumption utility function) at the ANN output, calculated for the $m$-th data sample at the $q$-th training epoch;
- $X_m = \{ x_{m1}, x_{m2}, ..., x_{mn} \}$, $m \in M$ is the set of values of independent variables of the $m$-th training sample (input layer of the ANN);
- $\hat{U}_m(X_m)$, $m \in M$ are the known (factual) values of the objective function calculated using the previously developed agent-based model for the given $X_m$-set of input parameters values with the use of the Monte Carlo type method [20, 21].

Figure 2 shows a block diagram of the developed two-step ANN synthesis procedure for its further use as a surrogate model in optimization experiments.

In Fig. 2 the following denotes are used:
Table 1. The main functions and procedures of the stochastic model of the goods exchange

<table>
<thead>
<tr>
<th>Function name</th>
<th>Description</th>
<th>Input parameters</th>
<th>Output parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLAMEGPU_INIT_FUNCTION (init_function)</td>
<td>Model parameters initialization. Creation of a population of agents and their placement in a discrete space.</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>FLAMEGPU_EXIT_CONDITION (exit_condition)</td>
<td>Calculation of the objective function and checking the stop criterion.</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>FLAMEGPU_AGENT_FUNCTION (all_agents, flamegpu::MessageNone, flamegpu::MessageArray2D)</td>
<td>Sending data about each agent.</td>
<td>No</td>
<td>Coordinates, agent type, state, etc.</td>
</tr>
<tr>
<td>FLAMEGPU_AGENT_FUNCTION (all_products, flamegpu::MessageNone, flamegpu::MessageArray2D)</td>
<td>Sending product data by each agent.</td>
<td>No</td>
<td>Available product index, target product index.</td>
</tr>
<tr>
<td>FLAMEGPU_AGENT_FUNCTION (seeking_and_getting_product, flamegpu::MessageArray2D, flamegpu::MessageArray2D)</td>
<td>Search and acquisition of the target product through the goods exchange or for money. Search for the nearest seller with the desired product. Implementation of a monetary or barter transaction. Recalculation of the value of individual utility function. Sending data about the purchased product and money in the case of a monetary transaction.</td>
<td>Available product index, target product index.</td>
<td>The index of the purchased product and the money for the product (if the purchase is for money).</td>
</tr>
<tr>
<td>FLAMEGPU_AGENT_FUNCTION (getting_product_or_money, flamegpu::MessageArray2D, flamegpu::MessageNone)</td>
<td>Receiving a product (in barter) or money from a buyer (in a monetary transaction). Recalculation of the value of individual utility function. Completion of a trade transition.</td>
<td>The index of the purchased product and the money for the product (if the purchase is for money).</td>
<td>No</td>
</tr>
<tr>
<td>FLAMEGPU_AGENT_FUNCTION (update_agent_state, flamegpu::MessageNone, flamegpu::MessageNone)</td>
<td>Update the state of each agent and produce a new product if there was a trade deal in the previous step.</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>FLAMEGPU_AGENT_FUNCTION (update_cell, flamegpu::MessageArray2D, flamegpu::MessageNone)</td>
<td>Update the state of each cell of the discrete space. Checking the availability of a cell for occupation by agents.</td>
<td>Coordinates, agent type, state, etc.</td>
<td>No</td>
</tr>
<tr>
<td>FLAMEGPU_AGENT_FUNCTION (looking_for_resource, flamegpu::MessageArray2D, flamegpu::MessageArray2D)</td>
<td>Search for an agent that can be placed in a given cell with a given probability.</td>
<td>Coordinates, agent type, state, etc.</td>
<td>Coordinates of target cell, information about the agent being moved.</td>
</tr>
<tr>
<td>FLAMEGPU_AGENT_FUNCTION (moving_trasaction, flamegpu::MessageArray2D, flamegpu::MessageNone)</td>
<td>Random movement of agents in a discrete space to a target cell</td>
<td>Coordinates of target cell, information about the agent being moved.</td>
<td>No</td>
</tr>
</tbody>
</table>
Fig. 2. Procedure for synthesising the artificial neural network using the particle swarm method and the Adam algorithm.

**Particle Swarm Optimization Algorithm for tuning the ANN hyperparameters**

- Initialization of parameters of Particle Swarm Optimization Algorithm (PSO).
- Initialization of Adam algorithm hyperparameters, $\mathbf{Q} \leftarrow 1000$.
- Creating a particle swarm for PSO in which the ANN hyperparameters initialized with pseudo-random numbers.
- Estimation of objective function values for each particle of PSO.

**Adam Machine Learning Algorithm**

- Initialization of the ANN hyperparameters.
- Loading the initial data obtained by the Monte Carlo method earlier using the agent-based model.

**Procedure**

1. Calculation of the loss function (training error) using the Adam algorithm for each PSO particle (with its own individual values of the ANN hyperparameters).
2. Seeking the best local solution (found by this particle for the entire search period) and fixation of the best (among those found by all particles) global solution for each particle of the PSO.
3. Change in the velocity of the decision-variables (values of hyperparameters of the ANN) for each particle of the PSO, followed by the movement of particles in the space of potential solutions.
4. Updating the global solution that contains the computed the best values of the ANN hyperparameters.

**Conditions**

- $t_s < |T|$
- $q_s < \mathbf{Q}$

**Decision Points**

- NO: Deep learning of the ANN with optimized hyperparameters: $\mathbf{Q} \leftarrow 10000$.
- YES: The End

**End of Procedure**
\[ T = \{ t_0, t_1, \ldots, |T| \} \text{ is the set of swarm algorithm iterations (PSO)}, \ |T| \text{ is the total number of iterations of the particle swarm algorithm;} \]

\[ T \] \text{ is the total number of iterations of the particle swarm algorithm;}

\[ Q = \{ q_0, q_1, \ldots, |Q| \} \text{ is the set of epochs of the training algorithm (the Adam)}, \ |Q| \text{ is the total number of epochs of the training algorithm;}

\[ q_0 \in Q, q_{|Q|} \in Q \text{ are the initial and final epochs of the training algorithm.} \]

On the first step, with a relatively small total number of epochs of the training algorithm (\( |Q| = 1000 \)), the ANN hyperparameters are optimized with the use of the particle swarm optimization algorithm (PSO) aggregated through the objective function with the Adam machine learning algorithm.

At the second step, after the best values of ANN hyperparameters are determined, deep learning is carried out using the formed ANN with a significantly larger number of epochs of the training algorithm — \( |Q| = 10000 \).

The Particle Swarm Optimization Algorithm (PSO) [16] provides the recalculation of ANN’s hyperparameters towards improving the value of the objective function, i.e., minimizing the training error of the ANN calculated using a machine learning algorithm (such as the Adam [22]). The advantage of the particle swarm algorithm is a significantly higher time-efficiency, for example, in comparison with classical genetic algorithms, which also can be used to tune ANN hyperparameters.

Within the framework of the procedure we developed, the PSO algorithm is aggregated by the objective function (learning error of the ANN) with the Adam algorithm (Fig. 2). When using the particle swarm algorithm (PSO), the velocity vector of change in the desired variables values (i.e., the ANN’s hyperparameters) is calculated, which determines the position of \( i \)-th particles (\( i \in I \)) in the potential solutions space at moment \( t_k \) (\( k = 1, 2, \ldots, K \)):

\[
V_i(t_k) = \frac{\eta}{\sqrt{\beta_i V_{i-1} + (1 - \beta_i) (V_{E_q}^2)}} \times \left[ x_i(t_k) + c_1 h(0, 1)(X_i(t_k) - x_i(t_k)_{\text{best}}) + c_2 e(0, 1)(x_i(t_k) - x_i(t_k)) \right],
\]

where

\[
x_i(t_k) = \begin{cases} x_i(t_k) + v_i(t_k)_{\text{best}}, & \text{if } x_i(t_k) + v_i(t_k)_{\text{best}} \in [x_i, \bar{x}_i], \\ x_i(t_k), & \text{if } x_i(t_k) + v_i(t_k)_{\text{best}} \notin [x_i, \bar{x}_i], \end{cases}
\]

\[
Q = \{ q_0, q_1, \ldots, |Q| \} \text{ is the set of particle indices PSO, where} \ |I| \text{ is the total number of particles;}
\]

\[
x_i^*(t_k), \ x_i^*(t_k) \text{ are the best potential values of ANN’s hyperparameters obtained by the } p \text{-particle of the PSO during the search period and all particles at moment } t_k \ (t_k \in T);
\]

\[
h(0, 1), e(0, 1) \text{ are random variables uniformly distributed on the range } [0, 1];
\]

\[
\theta, c_1, c_2 \text{ are constants the values of which can be set in the following ranges: } \theta \in [0.4, 1.4], c_1 \in [1.5, 2], c_2 \in [2, 2.5].
\]

The Adam machine learning algorithm [22] provides a calculation of individual training rates for different ANN’s parameters (Fig. 2) using estimations of the first- and second-order gradient moments to adapt the training rate for each neural network weight.

In the Adam algorithm the following rule uses for updating neural network weights:

\[
w_q = w_{q-1} - \frac{\eta}{\sqrt{\beta_1 v_{q-1} + (1 - \beta_1) (V_{E_q}^2)}} \times \left[ x_q - \beta_2 m_{q-1} - (1 - \beta_2) \frac{1}{1 - \beta_1} V_{E_q}^2 \right],
\]

where

\[
\theta, c_1, c_2 \text{ are hyperparameters of the Adam algorithm (that usually set up at the level of 0.9 and 0.99, respectively);}
\]

\[
\eta \text{ is a fairly small number.}
\]
The proposed synthesis procedure of the ANN using the particle swarm method and the Adam machine learning algorithm is implemented using C++ and OpenNN. The reason for choosing the OpenNN as a framework for machine learning is to provide a sufficiently high performance comparable to such popular software libraries as the TensorFlow and PyTorch with a more convenient and simple development environment [19].

As a result of executing the given procedure, automatic generation of software modules of the synthesized ANN in C++ and Python is provided, which can be used as surrogate models in parallel real-coded genetic algorithms (RCGAs) [2, 3, 23], and this makes it possible to radically increase the time-efficiency of the optimal solution search procedure for multi-agent socio-economic systems.

The architecture of the ANN formed with the use of data obtained through the proposed agent-based model of trade interactions consists of an input layer, one hidden layer and an output layer. The first layer provides distribution of input signals to other neurons. At the same time, the input signals in the ANN are the scaled (normalized) values of the agent model control parameters, in particular, as follows:

- configuration (numerical equivalent) of the initial distribution of agents in the MSES;
- parameters of the log-normal and beta distributions used to form the readiness states of agents for transactions at different moments;
- trade interaction radius;
- probability of moving agents in space, etc.

The intermediate layer consists of ten neurons that use the hyperbolic tangent as the activation function.

The output layer consists of one neuron, which provides the calculation of the approximate value of the objective function — the average utility of future consumption.

Further, the synthesized ANN was integrated through objective function with the previously proposed parallel multi-agent genetic algorithm MA-RCGA [23] implemented with the FLAME GPU 2 framework [18]. This made it possible to significantly increase the time-efficiency of the evolutionary search procedure when solving the important problem of the MSES to maximize the function of the average utility of future consumption (6). The possibilities of using ANN-based surrogate models to improve the performance of evolutionary algorithms are described in [14] in more detail.

3. Results of numerical and optimization experiments

Figure 3 presents the sensitivity analysis for the process time and accuracy of the solution obtained (i.e., the closeness of the solution to the known optimum). Depending on the frequency of using the proposed agent-based MSES model for calculating the objective and fitness functions we present the corresponding ANN-based surrogate model instead. Numerical experiments were carried out using the local supercomputer CEMI RAS – DSWS PRO (2 x Intel Xeon Silver 4114, 1 x NVIDIA QUADRO RTX 600) using 10 parallel interacting agents-processes that implement the evolutionary search procedure. Such a procedure is based on well-known heuristic selection operators, crossovers and mutations. At the same time, both the original (reference) agent-based model of trade interactions and the corresponding ANN-based surrogate model are used to recalculate the values of the objective and fitness functions.

As follows from Fig. 3, even under conditions of the prevailing use of the ANN-based surrogate model, a sufficiently high level of accuracy of the solution obtained is ensured (more than 95%). At the same time, a significantly greater time-efficiency of the solution search procedure is achieved in comparison with the approach in which only the original (reference) agent-based model is used to recalculate the objective and fitness functions values in MA-RCGA (Fig. 3). Thus, the accuracy of the optimization algorithm with periodic use of the ANN-based surrogate model directly depends on the approximation characteristics of the corresponding ANN.
In Fig. 4 we present the results of optimization experiments on maximizing the average (for an ensemble of agents) utility of future consumption performed using the previously developed genetic algorithm MA-RCGA [23] and the generated ANN-based surrogate model. At the same time, various configurations of the initial arrangement of agents in space and various ways of forming the states of readiness of agents for transactions are used.

Two important conclusions follow from Fig. 4. Firstly, the choice of the initial configuration for agents’ arrangement in space affects the value of the objective function of the MSES studied — the average utility of future consumption, and secondly, it affects the choice of a rational way to form states of readiness for transactions. In particular, for some configurations (Fig. 4) the use of the beta distribution is more preferable than the log-normal distribution.

Conclusion

This article presents a novel approach to modeling and optimizing strategies for making individual decisions in large-scale multi-agent socio-economic systems (MSES) using the proposed agent-based model of trade interactions as the example. A new procedure for the synthesis and training of an artificial neural network (ANN) has been developed based on the combined use of particle swarm optimization methods (to determine the optimal values of hyperparameters) and the Adam machine learning algorithm (to calculate the weight coefficients of the ANN). The ANN we designed related to the class of a multilayer perceptron (MLP) and is used as a surrogate model embedded in a previously developed multi-agent genetic algorithm (MA-RCGA) to approximate the values of the objective and fitness functions — the average (over an ensem-
Fig. 4. Results of optimization experiments for maximizing the average utility of future consumption (U) when forming the states of readiness for transactions.

Further research will be aimed at creating simulation models of large-scale multi-agent socio-economic systems using machine learning methods and genetic optimization algorithms for optimal control of the ensemble of interacting economic agents’ behavior.
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Abstract

The purpose of this study is a conceptual description of the implementation of knowledge management systems (KMS) as a mechanism for universities’ strategic development. Knowledge management (KM) practice from around the world proved the positive influence of KMS on productivity of educational institutions. The theoretical provisions and concept for KMS are determined based on an analysis of international experience of KMS use in higher education (HE). Theoretical provisions consist of 1) the staff activities as an object of KM and knowledge because of these activities, 2) the specificity of HE restrains a transfer of the KM mechanism from business to HE,
The strategic management of a university has to respond in a timely manner to ongoing changes in society, ensuring its development and the fulfillment by the university of its mission [1]. The source of the current transformation is digitalization, which creates new capabilities for universities and new requirements for structure and content of education [2–4]. Research into a proper way to meet the challenges of digitalization is within the responsibility of the strategic management of a higher education (HE) institution [5]. The purpose of the study is to present a conceptual model of knowledge management (KM) as a mechanism of university development in the context of the digitalization of society.

Business practice gives examples of implementation of KM as a tool for development of large companies. Relying on KM, companies create innovations, develop their personnel, and extend their activities [6, 7]. Corporate management has transmitted modern features to the theory and practice of KM. However, universities were the first to create knowledge management systems (KMS) based on scientific and learning activities. From the beginning, universities provided facilities for working with knowledge for society at large. Traditional methods and technologies in HE should be extended with innovative mechanisms in order to leverage the potential of digitalization for HE evolution and to respond to digital challenges properly.

Digital transformation, compared with the previous stage of technological transformation, is characterized by an increase in the complexity of knowledge [4]; acceleration of scientific and technological progress [8]; expansion of areas of interdisciplinary knowledge; an increase in the intensity of the use of intellectual assets [9]; the emergence of new forms and methods of professional employment of people [10]. These and 3) the uniqueness of each university determines the structure and content of KMS for strategic development. The KM process in HE is reflected in the Socialization-Externalization-Combination-Internalization (SECI) model, where each stage contains a list of staff activities and a set of digital services. The novelty of the KM process model in HE is that knowledge flows in a wave, not a spiral. In this motion, knowledge passes from uncodified to partly codified and codified form. The study demonstrates that knowledge can go from the stage of partly codified to uncodified for revision, and knowledge flow can stop at any stage. The advantage of the concept we designed is the ability to control the flow of knowledge before it takes the codified form of a document. The digital environment for KM first allows management to control faculty activities at the initial stage of uncodified knowledge through measurement of activities, and then to estimate the knowledge flow itself. The gathered indicators help to make decisions to motivate or restrain faculty. The university management gets a complete picture of faculty activities with knowledge and the intensity of knowledge flow in training courses and educational programs.
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other characteristics of digitalization give rise to challenges to HE.

Overcoming the challenges depends on how the university organizes in a digital environment working with knowledge, including creation, acquisition, accumulation and use of knowledge, which is a main asset of HE. Meanwhile digitalization opens up new sources, technologies, and methods for KMS, which allow faculty to redistribute routine operations to IT and creative cognitive tasks to humans [11]. The high importance of KMS in HE is due to the great influence of HE on society and its transformation into a knowledge society [12].

1. Statement of research tasks

ISO Knowledge management systems – Requirements to establish a broad framework for KM definition and a variety of different tools and methods for KM [13], because the structure and content of knowledge are very specific for each industry or even activity. There is a generalized definition relying on sources [13–15]: KMS is an organizational and IT environment in which a set of available methods and tools are used by people to create, accumulate, store, search, enrich, exchange and apply knowledge.

The KM mechanism should be adapted to the specificity of HE in the context of digitalization in order to ensure achievement of strategic goals of university development. For conceptual design of KMS for HE, it is necessary to solve the following tasks:

♦ development of theoretical provisions of KMS in higher education,
♦ design of a conceptual model of KMS to support the strategic management of the university.

There are many different dimensions of activity and processes in any university. For study, the business process with involvement of most of faculty staff is under the spotlight of consideration. This business process is development of training courses and educational materials. Deja [14] and Yeh [15] highlighted this specific activity as an academic KM.

2. Literature review

Some KM methods penetrate into the operational level of universities’ everyday staff activities. Tools embedded in KMS such as network drives, web-services and messengers are actively used by teachers in the educational process for collaboration and sharing [16]. Occasionally implementation of a method or tool from a KM toolbox is not tagged as KMS by researchers. Publications that consider KMS as a field of science can be classified according to KM objectives. KMS can be focused on development of innovation [17], maintaining partnerships with businesses in industries [18], promotion technological transformation in HE [19, 20], facilitating e-learning [21] and teaching theory and practice of KM [22, 23]. This list of KM objectives is not complete due to the huge variety of tasks and dimensions in HE. Meanwhile Quarchioni et al. [24] summarized KM practices in HE as six conceptual approaches to the KM objective: 1) control of intellectual assets, 2) transfer of knowledge and best practices, 3) improvement of KM technologies, 4) KM training, 5) creation and sharing of academic knowledge and 6) implementation of KM.

KM in HE as a scientific field is multidisciplinary, so papers on the topic “knowledge management in higher education” cover 123 research areas in the Web of Science. There are 3102 publications retrieved in the Web of Science for 2000–2020 period: 29% of the papers are in the research area of education, 25.1% – business economics, 9.7% – engineering, 8% – computer science, 7% – information science and library science. Most of the research findings on KM in HE are focused on the practice of solving operational tasks in HE. Only 1% of the papers raise issues of KMS in strategic management in HE.

The practice of KMS in strategic management has already been studied in several universities which are
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Several studies have been carried out on a national scale covering the practice of KMS at a few universities: in the United Kingdom [36, 38], Australia [39], Spain [40, 41], Poland [14] and Malaysia [31, 42]. In studies at the national level, the tasks of the KMS are revealed in the context of state regulation and regional specifics. National HE systems differ significantly from each other, but they are united by the dominant influence of public authorities on the operational and strategic activities of universities. The introduction of KMS in Italian [27] and Australian [39] universities may be hindered by regulations. In Poland, the KMS is supported and implemented at the national level as a mechanism to ensure the transparency and manageability of intellectual assets at each university and throughout the country [14].

It is quite difficult to single out a universal structure from the sources of the KMS which could fit universities of at least one type. Moreover, in other industries there is no shared understanding about KMS structure and content. Common to HE and other industries is the awareness that KMS supports and ensures the achievement of strategic goals. A review of the literature shows a gap in the disclosure of the conceptual scheme of the KMS as a mechanism for strategic management of the university in the context of the digitalization of society. The academic community will have to conduct full-scale studies of KMS in the strategic management of the university.

3. Methodology of the study

The empirical data for studying the content of KMS in strategic management in HE were extracted from sources describing KMS practice of universities located in Australia [39], the United Kingdom [36, 38], India [29], Italy [26, 27], Spain [40, 41], China [28, 30], Malaysia [31, 42], Saudi Arabia [25], Poland [14] and Russia [31]. Methods of analysis, comparison and generalization are applied to develop the theoretical provisions of KMS.
Methods of categorization [43] and semantic modeling [44] are used to design a conceptual model of KMS in strategic management in HE.

Because of the huge number of university activities, the study is limited to considering the processes of developing educational programs and its educational and methodological content, i.e., academic knowledge. An attempt to cover all university fields at once could lead to blurry, non-specific results.

4. Research results and discussion

4.1. Theoretical provisions of KM in HE

4.1.1. KM Object

Universities were the first organizations to hold KM systematically. Their managerial activity focused on knowledge accumulation, storage and dissemination. The relevance of knowledge control appeared in the processes where the value of knowledge is prioritized as assets. The first business cases of KM considered the problem of knowledge retention that arises when an employee generation changes [7]. A well-known and widespread solution to this problem is documenting and storing information about knowledge in an information system, library or knowledge base. Knowledge has been defined for centuries as subjective [45], which does not exist outside the context of human activity. Thus, information systems store information about knowledge and not the knowledge itself. Recent studies support the concept of knowledge as a subjective category [46] and expand the list of knowledge subjects to include an organization and a local community [6, 11, 47]. Therefore, an organization can learn, create, store and use knowledge. Organizational knowledge as a management resource is characterized as intellectual capital and connects human, social and operational assets [48].

The subject property of knowledge determines the priority of the qualitative measurement of its value over quantitative characteristics [14]. The academic community discusses the issue of qualitative measurement of scientific results because the quantitative measurement through the evaluation of bibliometric indicators does not reflect the level and significance of scientific results [49]. The quantitative measurement should be given by an expert in a proper scientific area [50]. Expertise of study is a time-consuming and expansive method, so it can be applied to cases where the main function of KMS is distinguishing the most important knowledge. If the main function is creation, sharing, dissemination and modification of knowledge, the expertise will slow down KM processes. When the scientific and technological progress is accelerating, such a slowdown of KM limits the flexibility and intensity of work with knowledge.

The processes of external and/or internal peer review are used to approve the syllabus of training courses in almost all Russian universities. The process of assessing the quality of knowledge is laborious and cannot cover the entire volume of knowledge circulating at the university.

Early MK theories relied on various surrogates for knowledge to separate knowledge from humans and extract the most valuable information from the available content. Founders of KM theory Nonaka and Takeuchi [6] chose the use of knowledge by people as a sign of knowledge that is of value to the organization. Kurlov and Petrov [51] for the purposes of innovation management introduce a concept of instrumental knowledge on the basis of which an activity is transformed. The ISO [13] deals with the value of knowledge, not knowledge itself. In order to consider KMS as a mechanism for strategic management, it is necessary to put aside the discussion about the structure and content of knowledge.

The value of knowledge is defined by staff activities with knowledge in the performance of their labor functions. Thus, staff activities regarding to knowledge should be considered as an object in KMS. The first theoretical provision is that the object of KMS is the activity of users in the knowledge environment.
ISO [13] defines an environment that provides favorable conditions for people to work with knowledge as a common means of KM. In a broad sense, the environment contains the internal capabilities of the organization and a part of the external sources of knowledge and experts. In a narrow sense, the environment is supported by the KMS, which is a set of organizational and information solutions for performing the functions of the KM. Through KMS employees get access to knowledge, can interact with each other, and use different methods and tools to work with knowledge.

Staff activities drive the knowledge flow in educational and other areas of universities. A study of communication between lecturers shows their high appreciation of the opportunity to interact with each other [52]. A series of conversations conducted with Nobel laureates in economics emphasizes the great role of the communication environment in their scientific progress. World science leaders highlight the importance of informal discussion of hypotheses and theories with colleagues [53]. The stage of informal discussions is included in the cycle of scientific and technical information, including non-published materials; from this stage the life cycle of knowledge begins in the knowledge management system of the state corporation Rosatom [7].

### 4.1.2. Specificity of KM in HE

The spread of KM technologies and methods among businesses is uneven. Almost every industry has its own KM methodology. The need to adapt and develop a special approach to KMS for a given industry is due to the specific properties of knowledge for each industry and even organization [13, 54]. The dependence of knowledge on subjective interpretation in the context of an industry makes it difficult to directly transfer best KM practices across industries and organizations.

KMS as a mechanism for strategic development came from the business community to HE [55]. In business, various ways of implementing KMS are used which differ depending on the goals of strategic development and the industry or market specificity where the organization operates. Rosatom developed the KMS based on the scientific and technical information system to control codified (documented) intellectual assets [7]. The Japanese companies Honda Motors and Eisai relied on the knowledge environment in which employees have a deal mainly with uncodified (undocumented) knowledge [56].

The specifics of HE institutions influence a methodology of KMS for universities. The main feature lies in setting a goal of strategic development. Kuzminov and Yudkevich [1] point out that goals of strategic development for Russian universities are set by public authorities. There is also a dependence of the national HE system on budget funding, which limits any initiative of universities in choosing their own way of development. A large role of public authorities in the KM practice in HE stands out in Australia, Italy and Poland.

The KM environment is often considered from the perspective of its three enlarged groups of elements: people, processes, technologies [57, 58]. Through human activities, knowledge acquires its value and meaning. Often a department responsible for personnel development also is responsible for KMS. The processes performed in an organization determine the possibility and space to include KM activities into the business. These processes impose requirements on the structure and content of the KMS. Organizational development policy and regulations should rely on KMS and describe the KMS contribution to performance of the organization and productivity of employees. Current digital technologies provide KMS with ingenious tools for creating and sharing knowledge. The emphasis on one of three enlarged groups of KMS elements puts responsibility for KMS on the HR, administration, or IT department of an institution. Table 1 summarizes the features of KMS at universities by people, processes and technologies.
Table 1.

<table>
<thead>
<tr>
<th>Group of KMS elements</th>
<th>HE feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>People</td>
<td>Confirmed high intellectual potential of employees (scientists and lecturers) [3, 40]</td>
</tr>
<tr>
<td></td>
<td>The ability to use intellectual potential from the business environment through graduates [59]</td>
</tr>
<tr>
<td></td>
<td>Employees’ acceptance of the value of the free exchange of knowledge for the development of education and science [42, 60]</td>
</tr>
<tr>
<td></td>
<td>Academic competition among faculty staff [36]</td>
</tr>
<tr>
<td>Processes</td>
<td>Conducting research and educational programs in a large number of fields [61]</td>
</tr>
<tr>
<td></td>
<td>Diverse approaches to forming and supporting creative teams and projects</td>
</tr>
<tr>
<td></td>
<td>Priority for fulfilling the public mission of science and education [35]</td>
</tr>
<tr>
<td></td>
<td>Integration and intensive interaction with external communities [3, 40]</td>
</tr>
<tr>
<td></td>
<td>Strict regulation and control by public authorities of HE [62]</td>
</tr>
<tr>
<td>Technologies</td>
<td>External content sources: digital libraries, databases</td>
</tr>
<tr>
<td></td>
<td>Scattered internal sources of content: teaching materials, scientific reports, regulations, etc.</td>
</tr>
<tr>
<td></td>
<td>Strict information security requirements apply to work with personal data, but not to content that is created, used and distributed in education and research</td>
</tr>
<tr>
<td></td>
<td>The concept of “BYOD” according to which the lecturers and students themselves choose the computers, software and web services that are suitable for them in terms of performance and cost [63]</td>
</tr>
</tbody>
</table>

The second theoretical provision is that design, structure and contents of KMS for universities should take into account the features of HE in order to fully realize the high intellectual potential of employees and cover many scientific areas and training courses with the help of the heterogeneity of IT facilities for education and science.

An analysis of the KMS practice in universities shows that each group of elements contributes to success and strategic development. Elements of KMS
provide cultural [25], organizational [39] and technological [41] conditions for the success of KMS in HE.

4.1.3. Adaptation of the KM mechanism to strategic goals of university development

KMS as a mechanism for strategic development is based on the mission and values of the university [56]. KM cases in universities differ significantly from each other, but their common features are revealed when they are grouped by mission type. The practices of KM implementation in universities follow a common mission type and also have common features. There are three types of mission in HE: educational, scientific and the so-called third mission. The third mission appeared because of changes in society under the influence of scientific and technological progress, economic globalization, political and economic crises [64]. The third mission of the university directly influences the socio-economic development of a city or local area by facilitating interaction between communities of entrepreneurs and citizens, the dissemination of best practices and new business models, etc. [65]. Meanwhile universities staying on their educational and scientific mission indirectly influence societal development through their graduates and scientific results. Universities have been guided by an educational and scientific mission for centuries. Lomonosov Moscow State University nowadays follows the mission formulated in the 18th century 2.

The productivity of KMS is measured by the performance indicators of a university. Based on analysis of the KM practice in different universities, the characteristics of KMS are extracted in accordance with the type of mission in terms of geographic scape and KM means (Table 2).

The university’s educational mission focuses on the value of professional evolution and demand for their graduates. Employment of graduates is regarded as one of the main key performance indicators of the university. Therefore, KMS aims to ensure that graduates of educational programs are in demand in the labor market. Universities with an educational mission conduct their activities in selected regions to build relationships with employers and interact with the labor market.

The scientific mission of the university sets a task for strategic management to advance in world rankings, promote papers in top scientific resources and obtain world-class scientific results. These tasks determine the global scope of KMS [67]. The activities of faculty staff in dealing with knowledge may be located outside a campus. Case studies of research universities raise the issue of negative impact of some tools or practices of KMS on performance indicators. An analysis of the implementation of KMS by 70 Spanish universities found a relationship between the spread of IT for collaboration and a decrease in the number of publications in top-cited journals [41].

Universities of the third mission focus on the social, cultural, and technological development of a particular region, such as a city [68]. The third mission is most often characteristic of entrepreneurial universities [26], which act as a connector between businesses, citizens and public authorities [65]. In smart cities projects, universities perform functions of generating, collecting and selecting knowledge to fill a lack of scientific and educational expertise in business and society. Rapid changes in technology, the economy and society require HE institutions to diversify sources of knowledge and ensure their transfer to society. Thus, universities link parts of a societal ecosystem: production, education, public administration and research. The considered cases

---

Table 2.

Characteristics of KMS for mission in HE

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Key performance indicators</td>
<td>employment, competencies, education, employer, student satisfaction, rating</td>
<td>publications, rating, citations, patents on scientific results, innovations</td>
<td>innovations, competitive advantage, value, strategy, improvement of society</td>
</tr>
<tr>
<td>Geographic scope of activity</td>
<td>In selected regions or countries</td>
<td>Global</td>
<td>Regional</td>
</tr>
<tr>
<td>The most typical knowledge management tools</td>
<td>Corporate portals, collaboration tools based on cloud computing</td>
<td>Communities of practice [66], knowledge libraries, variety of information sources, collaboration tools</td>
<td>LivingLabs [65], communities of practice</td>
</tr>
</tbody>
</table>

of the use of KMS in universities of the third mission show a local or clearly defined regional scale of their activities.

The third theoretical provision of KMS in HE is to ensure that the university fulfills its mission. At the same time, the productivity of KMS is measured by the key performance indicators of the university, and not by the performance of individual functions of KM.

Following key performance indicators in the strategic management of the university is the basis in BPM (business performance management) systems, which are already used in HE [32]. Thus, KMS can be embedded into an existing IT landscape of strategic management using the available IT infrastructure for data storage and analytical processing.

4.2. Conceptual model of KM

4.2.1. Conceptual scheme of knowledge flow in HE

The activities of faculty staff drive knowledge flow in the university, which goes through stages from the birth of an idea of knowledge (creation of a training course) to its use and distribution in codified form as educational and methodological materials. In HE, knowledge is often understood as scientific and technical information, and a process of creating knowledge goes through a cycle of unpublished knowledge, primary sources of knowledge publication and secondary sources of knowledge publication [7, p. 75]. In business practice, the SECI model by Nonaka et al. [56] is widespread. This model of crea-
tion and use of knowledge in organizations consists of the stages: Socialization, Externalization, Combination, Internalization (SECI). The authors of the SECI model distinguish the stages depending on the degree of knowledge codification and the number of participants involved. Based on the SECI model, Fig. 1 shows the stages in the development of teaching and learning materials. Figure 1 demonstrates a sequence of stages in a clockwise direction. The inner circle contains a list of staff activities, and the outer circle contains the means of digital environment for performance of these activities. For three stages (E, C, I), types of codified knowledge are given as an example, and the figure does not contain a complete list of possible documents.

Stage S is the initiation or relaunch of a knowledge project. The stage consists of interpersonal interactions of a few lecturers. The results of this stage can be recorded in the form of drafts and a set of ideas, but they are not published as documents. Thus, knowledge is not registered and included in information systems or libraries, because it is uncodified. E-mail or social media can be used at this stage. Participants are a small group of authors.

Teece [69] points out that supporting staff activities with uncodified knowledge ensures intellectual assets as a stable source of competitive advantages for an organization. In Russian universities, this stage is practically not controlled by management since it takes place in the lecturers’ environment and is not supported at the university level. Consequently, universities do not receive possible benefits for their development from the stage S of creation of educational materials.

![Fig. 1. Process of development of learning and teaching materials at SECI model.](image-url)
At stage E, knowledge is partly codified to involve more people in knowledge processing such as the review, discussion and approval of materials submitted by authors. The approval of educational materials could be done in different ways. At HSE University, an academic council of the educational program reviews and approves a syllabus of training courses. At the Plekhanov Russian University of Economics, this is done by a scientific methodological council of higher schools.

Educational, learning and teaching materials are codified at stage C, when materials are approved and accepted. At this stage educational materials become available in libraries and information systems. They are open for lecturers and students to use in training courses of the university.

The final stage in the KM process includes an assessment, feedback, analysis and synthesis based on the experience of using knowledge. At stage I, we find the students’ assessment of their learning experience during a training course and the lecturers’ assessment of their teaching experience. The knowledge gained at stage I is codified as ratings, proposals, comments and recommendations on the results of the analysis and the synthesis of practice to use the materials.

The SECI model is often presented as a spiral on the timeline, where knowledge sequentially passes through the stages, and the cycle of working with knowledge is repeated on a new round. The development of training and methodological materials in general goes through all the stages of SECI, but trajectories can be different. The different trajectories arise because knowledge can move back and forth. For instance, after discussion on stage E a syllabus returns to the previous stage S for a revision. Thus, on the timeline, the knowledge flow looks like a wave. Figure 2 is a schematic presentation of academic knowledge flow, where the x-axis is a time scale, and the y-axis is a categorical scale reflecting the levels of knowledge codification.

In Fig. 2 the wave shown by the solid line crosses level a of codified knowledge three times. That means that the training materials went through three full cycles and were used in the training course. On the peak of the wave, the educational materials are being approved and accepted. Waves shown in dashed lines do not reach the stage C and cross level a; they do not enter a library or repository; and they are not introduced into training courses. Meanwhile the work on this material is ongoing. The full stop at the end of the wave means the end of work on materials. Some flows of knowledge are stopped after a week, while others can run on for years. Knowledge flows differ significantly in the duration and intensity of the waves, depending on a training course, scientific area, moti-
vation and competence of the author team. If in some scientific areas a life cycle of knowledge can be more than five years, then in others it will not exceed a year [70]. Knowledge flows in various areas of training and scientific areas can take various periods of time from several weeks to years.

The number of knowledge flows in a university can be indirectly measured through the number of educational programs and training courses. Knowledge flows can be grouped in an educational program or a scientific area based on departments.

The model of academic knowledge flow offered here does not change the usual course of its development but formalizes it for control and management. The traditional approach to KM through a codification and storage of knowledge in libraries allows universities to control knowledge that entered a library in codified forms as syllabus, curricula, textbooks, etc. The importance of libraries as knowledge repositories is not subject to revision, but they should be complemented by digital means that support knowledge operations and interaction between employees. The staff activities use partly codified knowledge and are partly controlled by the administration. All activities below level b are out of sight for the university administration. The flow of knowledge in the digital environment allows the administration to bring all its stages out of the blind zone and ensure control over them.

4.2.2. System of indicators for knowledge flow measurement

The main function of KMS is to support the knowledge flow which is provided through measurement and control. The control of knowledge flow requires a system of indicators to assess the state, intensity and volume of knowledge flows.

The digitalization of society enhances the transfer of many activities and processes to the digital environment. One of the advantages of the digital environment is the ability to automatically gather data on selected metrics. The modern knowledge environment is a digital environment. A significant part of activities with knowledge is carried out using digital services, such as e-mail, messengers, online conferences, collaboration through cloud services and network storage disks. Thus, the digital environment of KM meets the necessary condition for the automatic measurement of the staff activities driving the knowledge flow in motion.

The SECI model shows that knowledge codification is preceded by the stage of knowledge emergence, which assumes operations with implicit knowledge. It is impossible to measure uncodified or implicit knowledge, but it is known that it appears in staff interaction. This stage is usually not considered and controlled by the university administration. The existence of implicit knowledge in KMS can be compared to the phenomenon of a black box in cybernetics, in which input and output can be under control, but not inside of the black box [71]. Precisely at stage S (socialization) there is the occurrence of new knowledge or adaptation of already known knowledge to changes and new requirements.

The digital environment allows for capture of the state of each stage of the knowledge flow and control of its progress. The object of control in KMS is a staff activity; therefore, the system of indicators of the knowledge flow quantitatively measures the staff activities in the knowledge flow. In accordance with the SECI model for the stages of developing training materials, the indicators can be grouped as follows:

1) interaction and communication between employees characterize stage S, which does not contain codified knowledge;
2) contribution of employees to the knowledge library – stage C;
3) knowledge sharing at stages E and I, where knowledge is partially codified. In the knowledge flow scorecard, these two stages are combined because they both involve discussion and interaction involving a group of stakeholders (a supervisor of the educational program, students, lecturers, etc.).
The knowledge flow indicators are presented in Table 3, which contains a short description of source, data type and method for measurement.

A comparison of values of the indicators of knowledge flows for different training courses and educational programs is a function of KMS specific to HE. Similar values of staff activities at stage S for most of knowledge flows point to a homogeneity of the organizational culture at a university. A means for managerial impact on promotion of the organizational culture is justified by measuring the indicators of stage S. If the values of staff activities in one knowledge flow are lower than in other flows, then this indicates the disunity of the lecturer team in the area. In business, the phenomenon of sabotage is known [72]: this is when employees deliberately exclude themselves from the flow of knowledge.

At stage C, the contribution of a lecturer to the accumulation and keeping of knowledge is assessed. Meanwhile, the value of knowledge is not assessed. The indirect assessment of the value of knowledge through its relevance supposes a risk that some knowledge may be underestimated and lost. This risk was first described in the middle of 20th century, when it was discovered that society does not have enough capacity to store and process the entire information flow which is permanently growing and varying [73]. Despite the breakthrough development and spread of digital technologies, this risk remains relevant [74].

Knowledge sharing indicators characterize the stages of work with partially codified knowledge when other persons in addition to the authors join the knowledge flow to discuss and improve materials. Values of these indicators point to the intensity and volume of the flow of knowledge, and help determine the need for support for staff activities in the stages E and I.

The knowledge flows of a contemporary university are growing and changing all the time. The digital environment is suitable for measuring and considering the processes of working with knowledge. The stages of creation and use of academic knowledge become transparent for control and, therefore, manageable.

KMS should be considered as one of the application layer elements of the IT architecture of a university shown in Fig. 3. Using the service approach, KMS is integrated into the IT landscape of the university in such a way as to use the capabilities of the multidimensional warehouse for storing and processing the indicators of the knowledge flow, and BPM systems for measuring performance indicators and evaluating the performance of KMS.

On the one hand, KMS uses the possibilities of digitalization in terms of simulation modeling and predictive analytics of knowledge flows. On the other hand, KMS complements the strategic management systems of HE with data on the flows of knowledge, all of which have a decisive impact on the university performance.

**Conclusion**

In the context of high technological and economic dynamics, the university, along with business, needs a favorable environment for creating innovations that ensure its development. In business practice, an approach using methods and technologies of knowledge management has become widespread. These means, combined in KMS, can complement traditional higher education approaches based on scientific research and systematic university staff training.

The specificity of KMS in higher education lies in the fact that the object of control is the activities of faculty staff for the development, modification, discussion and use of educational materials. The flow of academic knowledge is set in motion by lecturers from the birth of an idea to its implementation in the educational process and subsequent refinement. KMS introduction in the university requires taking into account the specifics of higher education, such as a large number of training courses and scientific areas, the proven high intellectual potential of staff, and
Table 3.

<table>
<thead>
<tr>
<th>Groupe of indicators</th>
<th>SECI stage</th>
<th>Indicator</th>
<th>Source</th>
<th>Type of data</th>
<th>Type of measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Interaction and communication between employees</td>
<td>S</td>
<td>1.1. Communication intensity, number and frequency of messages sent and received</td>
<td>Digital interaction services: e-mail, messengers, forums</td>
<td>Numerical</td>
<td>Frequency, quantity</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>1.2. The content of the interaction, messages sent and received</td>
<td>Digital interaction services: e-mail, messengers, survey</td>
<td>Categorial</td>
<td>Content analysis</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>1.3. Coverage of interactions, number of lecturers involved in interactions</td>
<td>Digital interaction services: e-mail, messengers, forums</td>
<td>Categorial</td>
<td>Frequency, quantity</td>
</tr>
<tr>
<td>2. Contribution of employees to the knowledge base</td>
<td>C</td>
<td>2.1. Download of materials</td>
<td>Knowledge library</td>
<td>Numerical</td>
<td>Frequency, quantity</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>2.2. Content of uploaded content</td>
<td>Knowledge library</td>
<td>Categorial</td>
<td>Content analysis</td>
</tr>
<tr>
<td>3. Knowledge sharing</td>
<td>E, I</td>
<td>3.1. The intensity of reviewing, commenting, feedback on colleagues’ materials</td>
<td>Reviewing and commenting services</td>
<td>Numerical and categorical</td>
<td>Number, volume of reviews (comments)</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>3.2. Rating, feedback on practice of knowledge use</td>
<td>Digital interaction services: e-mail, messengers, survey</td>
<td>Numerical and categorical</td>
<td>Number of ratings</td>
</tr>
<tr>
<td></td>
<td>E, I</td>
<td>3.3. Commenting</td>
<td>Digital interaction services: e-mail, messengers, survey</td>
<td>Numerical and categorical</td>
<td>Number, volume of comments</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>3.4. Update intensity, number of versions and frequency of changes</td>
<td>Knowledge library</td>
<td>Numerical</td>
<td>Frequency, quantity</td>
</tr>
</tbody>
</table>
the disparate IT infrastructure of the university with many involved technologies and knowledge sources. Also, the methods and technologies in KMS should be adapted to the individual needs and capabilities of each university which are determined by the mission, region, scale and other parameters. The specifics of each university make it difficult to develop a standard of KMS suitable for all institutions of higher education but do not prevent knowledge flow modeling.

The flow of academic knowledge at the university is presented based on the SECI model of the process of creating and using knowledge in organizations. Our modified SECI model, adapted to higher education, contains a list of activities and digital services that ensure the motion of the knowledge flows. The flow moves in waves through the stages of uncodified knowledge (S), partially codified (E, I) and fully codified knowledge (C). Currently almost all knowledge management functions are carried out using IT, which allows us to control the indicators of the intensity of the knowledge flows.

A knowledge flow in the digital environment becomes transparent to measure its scope, intensity and volume. Timely and informed decision making relies on the measurement of knowledge flows. The proposed system of indicators measures the interaction and communication between faculty staff, their contribution to the creation of educational materials, their
participation in collaboration. Since many knowledge flows exist simultaneously at the university, by comparing the flows with each other it is possible to identify the most and least successful practices and have an appropriate impact on staff.

The modern methodology of the KMS makes it possible to form a set of events to involve almost all university staff in the development and dissemination of knowledge. A university that does not fully control the knowledge flows does not have a complete understanding of the innovative potential of its strategic development. Further research in the field of KM in higher education is aimed at developing the principles of KMS at universities, structuring the methods and technologies of KMS by levels of management and areas. The authors of this study are working on testing the theoretical and methodological provisions of KMS proposed in the article at a team level in Russian universities.
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Abstract

This article deals with the problem of improving the effectiveness of a marketplace. The stakeholders of a marketplace are buyers and sellers. The objects are the aggregate of homogeneous products. The effectiveness of the trading platform, which can be characterized by the number of transactions made, will depend on how sufficiently the sellers put up offers. The paper looks at mathematical models to support the decision-making of the seller in making such offers. Focusing not only on the buyer demand but also on the presence of competitors on the site is a distinguishing feature of the models. To describe the competition, the apparatus of game theory is offered, namely the normal form of the game with a bimatrix model with two players: the seller — customer of service and the coalition of other sellers. To match offer and demand, as well as to find the probability of a transaction, fuzzy set theory and aggregation using the Choquet integral are used.
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Introduction

The development of e-commerce is naturally accompanied by an increase in the level of automation of business processes. At the same time, the emphasis is shifting from automating routine document management processes towards automating more complex decision support processes by e-commerce entities [1–3]. An important aspect of the seller’s work in the formation of a product offer is the indicator of the liquidity of the product, which measures the possibility of making a deal with the buyer for a given product offer [4]. Support for the buyer in finding suitable products and sellers is already developing. Examples of the relevant tools can be found in [5]. Automation of this type of business processes for the seller is only in its infancy and there are not enough tools to help the seller [5]. Our work is aimed at increasing the liquidity of the seller’s product offer on the marketplace. We propose a numerical measure of the liquidity of a product offer and a new mathematical model for the formation of such an offer (seller’s strategy), which in a competitive environment will have high liquidity.

In [6–9], a mathematical model was proposed for formalizing the activities of subjects of an electronic trading platform (ETP) of the marketplace type based on matching demand and acceptable supply [10]. Consumer demand and acceptable seller offers are set parametrically within a single commodity classifier in the form of fuzzy characteristic properties of a homogeneous group of goods. The vector of values of the characteristic properties of a product defines its differentiation in a group of homogeneous products in terms of a set of characteristics (price, quality, and other characteristic properties) specified both in numerical and categorical formats. The main result of this research is a numerical measure of liquidity, which is formalized as a correspondence between the demand and the allowable supply of the seller for a given set of their characteristic properties (not only for the price, as it takes place in most cases). This makes it possible to compare (on a numerical scale) the correspondences of various product offers to market conditions and select the offer with the best match.

However, [6–9] did not take into account the fact that the seller, putting forward his proposals, is in a competitive environment and the proposals of other sellers can significantly change liquidity. The competition of sellers in the online trading market is appropriately described by game-theoretic models, examples of which are shown in [11–18]. When developing a game-theoretic model, the key tasks are setting the equilibrium conditions, interpreting and calculating the payoff matrix elements, and interpreting the players’ strategies. In these papers, game-theoretic modeling of a duopoly is considered with the choice of an equilibrium solution (in the Nash sense) and the interpretation of the outcome of the game in the form of profit. A characteristic feature of these works is the choice of strategies not only in the form of the price of the goods, but also taking into account their quality. Other characteristic properties of the goods are not taken into account.
We believe that the calculated maximum profit is not always achievable in real market conditions. Such a transaction may not take place due to the discrepancy between some properties of the optimal product offer in terms of price and the demand or acceptable offer of the seller. A more realistic goal is a trade-off between maximizing potential profits and being able to conclude a deal. The search for such a compromise consists in maximizing the correspondence between demand and the acceptable product offer along the vector of the characteristic properties of the product, including the price characteristic.

The game situation arises in the form of a seller’s competition with a set of other sellers operating in the ETP market and considered as a generalized competitor. The game strategies are set by the acceptable variants of the seller’s product offer represented by the corresponding vectors of characteristic properties. The resulting correspondence is interpreted as the subjective probability of making a deal and is proposed as the outcome of the game in game-theoretic modeling of competition in the duopoly market.

The purpose of this paper is to obtain game-theoretic models that make it possible for the seller to form rational offers from an acceptable set of interchangeable types of homogeneous goods.

1. Formalization of the activities of the subjects in ETP

Let the objects of trade on the marketplace be sets of homogeneous goods. A homogeneous product is a set of its interchangeable types, for example, a set of cars of various brands. The types differ in the values of the characteristic properties of a given product, given by the vector of values of the corresponding parameters. Such parameters may be commercial, technical and other possible properties or characteristics of the goods. Let \( j \) be the index of the type of a homogeneous product \( (j = 1, J) \), its vector of characteristic properties will be denoted as

\[
q_j = (q_{1j}; \ldots ; q_{nj}; \ldots ; q_{nj}),
\]

Here each \( n \) coordinate can take values both on a quantitative and on a qualitative scale.

Consumer demand for some kind of homogeneous product can also be formalized in the form of vector \( g \) (product characteristics) which is structurally identical to vector \( q \). As a rule, the desires of buyers are vague and approximate. For example, a buyer needs a car with an engine power of 100 to 150 hp. with a cost from the price interval specified by the buyer. Moreover, some values from these intervals are more desirable, some less. Such demand of the buyer can be provided due to the variety of homogeneous goods with different characteristics. It is convenient to represent the coordinates of the consumer demand vector as linguistic variables [19]

\[
\tilde{g}_k = (\tilde{g}_k^1; \ldots ; \tilde{g}_k^m; \ldots ; \tilde{g}_k^n),
\]

where \( k = 1, K \) is the buyer index. The names of linguistic variables coincide with the names of the corresponding characteristic parameters of the description of the type of a homogeneous product. Each variable has piecewise linear membership functions \( f(x) \in [0;1] \) whose carriers \( x_{min} \leq x \leq x_{max} \) reflect the choice of the buyer, and the function values determine the level of his preference [8].

The seller’s offer (strategy) represents a specific type of product and is given by a vector similar to (1). It is required to choose the values of the coordinates of \( q_j \) in such a way as to ensure high liquidity of the transaction. At the same time, it is necessary to pay attention not only to consumer demand, but also to the permissible possibilities of the seller himself. The values of \( q_j \) are limited by the financial and commodity stocks of the seller as well as its functionality. It is assumed that the seller is able to evaluate their functional cost constraints (FCC) and seeks to formulate their offer in such a way as to obtain the maximum compliance with these limitations. FCC are set as
admissible intervals of parameter values with the construction of a membership function over each interval reflecting the preferences of its values. Then the seller’s restrictions can be represented by the following vector of linguistic variables

\[ \tilde{q} = (\tilde{q}^1; \ldots; \tilde{q}^q; \ldots; \tilde{q}^N) \]  

(3)

with the same names of fuzzy characteristics as the demand vector, but with their own membership functions \( f_{\tilde{q}}^{n}(x) \in [0; 1] \). Note, that by forming the price membership function in this way, one can set the seller’s desire to sell the goods at a high price, i.e., get maximum profit.

Since it is a cumbersome task to track the interaction between the seller and each buyer, we proposed to pass to the generalized consumer demand which can be presented as (2). The membership function for each generalized vector coordinate (2) can be found as a weighted sum:

\[ f_{x}^{n}(x) = \sum_{k=1}^{K} f_{x_k}^{n}(x) \cdot w_k \in [0; 1]; \quad n = 1, N, \]  

(4)

where \( w_k = \frac{v_k}{\sum_{k=1}^{K} v_k} \) is the corresponding weight the buyer \( k \), calculated as the ratio of the volume of goods requested by the buyer \( k \) to the total volume of commodity demand \( v = \sum_{k=1}^{K} v_k \). Further, we will consider the interaction of the seller with a generalized consumer demand but not with a specific buyer. The validity of this approach is shown in [8].

The range of values of the components of the seller’s proposals vector that simultaneously satisfy the generalized demand and the FCC is defined as the intersection of the graphs of the corresponding membership functions for each component pair of the demand vector and the FCC vector [6]. Denote this vector as \( \tilde{s} \). The membership function of the intersection with respect to the component \( n \) is determined as

\[ f_{\tilde{s}}^{n}(x) = \min(f_{x}^{n}(x); f_{\tilde{q}}^{n}(x)). \]  

(5)

Graphical illustration of a possible intersection is shown in Fig. 1.

Carrier \( u \subseteq x \) of function \( f_{x}^{n}(x) \) determines the allowable values of the property \( n \) of the product; the values of the function determine the degree of compliance of the allowable values of the properties with the generalized demand and the FCC of the seller. The boundaries of the carrier, within which the seller chooses the allowable values of the property \( n \) of the product, are calculated as

\[ L(f_{x}^{n}) = \max(L(f_{x}^{n}); L(f_{\tilde{q}}^{n})), \]  

(6)

\[ R(f_{x}^{n}) = \min(R(f_{x}^{n}); R(f_{\tilde{q}}^{n})), \]  

(7)

where \( L \) and \( R \) are left and right boundaries of the carriers, respectively.

Substituting value \( x' \) of the property \( n \) of a specific type of the product into function (5), we obtain the degree of local correspondence \( f_{x}^{n}(x') \) for the property \( n \). To obtain the conformity of the product to the allowable values for the entire set of properties, it is necessary to aggregate local matches:

\[ f_{\tilde{s}} = \text{agr}[f_{\tilde{s}}^{n}(x')] \in [0; 1], \]  

(8)
where agr is the aggregation operator for the local matches.

The choice of the aggregation operator is carried out taking into account the specifics of the subject area and the corresponding properties of various operators. An overview of aggregation operators, their properties, and recommendations for use can be found in [20–23]. Particularly, the required property of the aggregation operator is the following expression: $\text{agr}: [0, 1]^n \rightarrow [0, 1]$.

As an aggregation operator, we suggest the discrete Choquet integral with respect to a fuzzy measure [24] which is used when the aggregation result is impacted by the value of each of the properties of the product, as well as if it is necessary to take into account the interaction of properties with each other. An example is the interaction of price and quality of goods. Let us designate the set of product properties as the set of their indices $M = \{n_i\}, i = 1, 2, \ldots, N$, and let $m$ be an arbitrary subset of $M$. The interaction of properties can be taken into account due to the fact that when calculating the Choquet integral, the $\lambda$-fuzzy Sugeno measure is used, which is specified on set $M$ and expresses the subjective weight or significance of each subset of properties. It is defined as follows [25]:

$$
\varphi(m) = \frac{\prod_{n=1}^{N} (1 + \lambda \varphi_n)}{\lambda} - 1, \quad m \subseteq M,
$$

(9)

where $\varphi_n$ are the coefficients of importance (weights) of individual properties, which can be determined either using special methods or set by an expert [26–29]. The value of $\lambda$ can be found by solving the following equation

$$
\lambda + 1 - \sum_{n=1}^{N} (1 + \lambda \varphi_n) = 0,
$$

(10)

with the following condition $\lambda > -1, \lambda \neq 0$.

Then the Choquet integral determining the aggregated correspondence is calculated as follows:

$$
f_i = \text{agr} \left[ f_{i}^{n}(x^*) \right] = \\
\sum_{n=1}^{N} \left( f_{i}^{n}(x^*) - f_{i}^{n-1}(x^*) \right) \times \\
\varphi(m) \left[ f_{i}^{n}(x^*) \geq f_{i}^{m}(x^*), i \in m \right],
$$

(11)

where $f_{i}^{n}(x^*), f_{i}^{n+1}(x^*), \ldots, f_{i}^{m}(x^*)$ is a permutation of elements $f_{i}^{1}(x^*), f_{i}^{2}(x^*), \ldots, f_{i}^{N}(x^*)$ such that

$$
f_{i}^{1}(x^*) \leq f_{i}^{2}(x^*) \leq \ldots \leq f_{i}^{m}(x^*), f_{i}^{m}(x^*) = 0.
$$

We assume, that at $f_i = 0$ the transaction will not take place, but at $f_i = 1$, the transaction will definitely take place. Then the correspondence $f_i \in [0; 1]$ can be interpreted as the subjective probability of making a deal, that is, a numerical measure of liquidity. The concept of subjective probability (hereinafter referred to as probability), based on expert judgment and the use of mathematical methods for processing this judgment are widely used in economic applications, for example in [30, 31].

In the following, the probability of a transaction for an arbitrary seller for the specific product $j$ calculated by formula (8) will be denoted by $p_j$ taking into account that $p_j$ is a function of the strategy $q_j$ of the seller (his specific offer) and is considered as a measure of the liquidity of the product offer.

### 2. The game model for selecting the seller’s offer on the marketplace under competition

So far, we have determined the probability of a trade for a seller provided that there is only one seller on the market. The presence of other competing sellers in the market can significantly change this probability.

Consider the interaction of a seller, a service applicant, with a set of other sellers of some homogeneous product. Let the alternative variants of the seller’s product offer (strategy) be represented by the corresponding vectors with different values of the characteristic
properties of a homogeneous product. The choice on a subset of alternative strategies should be made taking into account the competitive offers of the set of other sellers. If the entire set of sellers on the ETP is large enough, then the chosen strategy of one seller that does not dominate in terms of volume will have practically no effect on the choice of sellers from the set. On the contrary, the generalized offer of the set of sellers will significantly change the probability of a transaction of one seller. The seller chooses his strategy for a certain long time period, during which the generalized offer of the set of sellers changes randomly, which leads to a game situation corresponding to the conditions of the bimatrix game.

Two players are considered: a seller (a service applicant) with his own set of strategies \((q_j, j=1,J)\) and a certain generalized seller, composed of a set of sellers, with his own strategies represented by variants of a generalized offer \((\hat{q}_t, t=1,T)\).

The payment matrix of the seller is represented by the probabilities of transactions \(p_{jt}\). The payment matrix of the generalized seller is represented by his transaction probabilities \(\hat{p}_{jt}\). Probabilities \(\hat{p}_{jt}\) can be defined as follows. A component-by-component generalization of sellers’ proposals from the set is performed. Assuming no dominance of individual sellers on the ETP, the generalization for each component of the supply vectors is determined as the average value. The matching of the generalized offer and the generalized demand for each component is performed in the same way as it was done for the individual seller and the generalized demand. The results of the obtained correspondences are aggregated following (8) using the Choquet integral (11). Aggregate matches are considered as probabilities \(\hat{p}_t\) of the generalized offer that do not depend on the offers of the seller, i.e., Those elements \(\hat{p}_t = \hat{p}_t\).

The formation of generalized strategies is carried out randomly under the assumption of a random nature of the values of the characteristic properties. The average and standard deviation of each generalized property is determined from a sample of values of the characteristic properties of the offers in a set of sellers. Then a set of strategies, for example, under the assumption that the distributions of random variables are normal, can be obtained using a standard random number generator.

Probability \(p_{jt}\) of a transaction for a seller in a competitive environment is obviously a function that depends both on probability of making a transaction \(p_j\) with no competition, and on probabilities \(\hat{p}_{jt}\), that is, \(p_{jt} = p_j(p_j; \hat{p}_{jt})\). At the same time, we suggest that if probability \(\hat{p}_{jt}\) of selling the goods for the generalized seller is less than the similar probability \(p_j\) for the seller, then the buyer will buy it from the seller with probability \(p_{jt}(p_j; \hat{p}_{jt}) = p_j\). If the probability of selling the product by the generalized seller exceeds \(p_j\) for the seller, then the value should decrease, since, most likely, buyers will prefer the goods of the set of sellers with more attractive characteristic values. The probability of sale in this case for the seller can be determined using the following reasoning. Consider a complete group of incompatible events, which includes three situations. The first, when the buyer buys the product from the generalized seller with probability \(\hat{p}_t\); the second, when the product is bought from the seller (we have to find this probability \(p_j\)); and the third, when the product is not bought from either the generalized seller or the regular seller. The probability of the last situation can be defined as \((1-p_j)(1-\hat{p}_t)\).

From the normalization condition
\[
p_{jt} + \hat{p}_t + (1-p_j)(1-\hat{p}_t) = 1
\]
we have
\[
p_{jt} = 1 - \hat{p}_t - (1-p_j)(1-\hat{p}_t) = p_j - p_j \hat{p}_t = p_j(1-\hat{p}_t).
\]

Then the probability of a transaction for the seller in a competitive environment is:
For example, the seller has a probability of selling 0.21, and the generalized seller has 0.65. Then the probability of selling under competition from the seller is

\[ p_{jt}(0.21; 0.65) = 0.21 \times (1 - 0.65) = 0.0735. \]

Thus, it is assumed that finite sets of the seller \( q_j \) and generalized seller \( q_j^* \) strategies are given. The values of the payoff function are given as a bimatrix with elements \( A_{j} = (p_{jt}, \hat{p}_{jt}) \). The solution to the problem consists in the rational choice of the strategy (offer) of the seller with a random change in the strategies of the generalized seller.

As a criterion of rationality, we consider the Nash concept of equilibrium \([32, 33]\). A set of mixed strategies is called as the Nash equilibrium situation in mixed strategies if the choice of any side of the mixed strategy other than one which leads to one of the inequalities

\[
V_1(p_{jt}; \hat{p}_{jt}) \leq V_1(p_{jt}^*; \hat{p}_{jt}^*) \tag{16}
\]

or

\[
V_2(p_{jt}; \hat{p}_{jt}) \leq V_2(p_{jt}^*; \hat{p}_{jt}^*) \tag{17}
\]

where \( V_1, V_2 \) are the mathematical expectations of the winnings of the seller and the generalized seller, respectively.

The above inequalities indicate that a deviation from the equilibrium situation by one side cannot increase its payoff.

### 3. Numerical example

Using the example of one seller and three buyers, we calculate the equilibrium mixed strategy of the seller. Let a homogeneous product be characterized by three parameters (properties). The values of the parameters characterizing the FCC of the seller are given in the form of triangular fuzzy numbers in Table 1 indicating the left boundary of the carrier, the mode and the right boundary of the carrier, respectively. The carrier is normalized in the range from 0 to 1.

#### Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-st parameter</td>
<td>(0.4; 1; 1)</td>
</tr>
<tr>
<td>2-nd parameter</td>
<td>(0.2; 0.4; 1)</td>
</tr>
<tr>
<td>3-rd parameter</td>
<td>(0.5; 1; 1)</td>
</tr>
</tbody>
</table>

For buyers, the initial data is given in Table 2.

To determine the values of the membership function of the generalized consumer demand for each parameter separately, we use (4). To do this, we divide interval \([0, 1]\) into 10 parts and at each point determine the value of the membership function of the generalized consumer demand \( f_{x}(x), n=1,3 \).

For example, at \( x = 0.3 \) the value of the membership function by the first parameter for the first buyer is 0.5, for the second 0.25, for the third 0.833. Weights are \( w_1 = 10 : (10 + 4 + 6) = 0.5, w_2 = 0.2, w_2 = 0.3 \). Then, using (4) we have

\[
f_{x}(0.3) = 0.5 \times 0.5 + 0.25 \times 0.2 + 0.833 \times 0.3 = 0.55.
\]

In Fig. 2 we show the membership function for the generalized demand by each parameter.

Next, we determine the boundaries and membership functions of the components of the fuzzy vector of the seller’s proposals that simultaneously satisfy the generalized demand and FCC following to (5)–(7). In this case, membership functions \( f_{x}^{nt}(x), n=1,3 \) by each parameter are shown in Fig. 3.

Let the seller offer three goods (strategies) with parameters written as vectors, the coordinates of which are normalized \( q_1 = (0.5; 0.4; 0.8), q_2 = (0.4; 0.6; 0.9), \)
Then, substituting the corresponding coordinates in functions $f^*_n(x)$, $n=1,3$, we obtain the local correspondences $f^*_n(x')$, $n=1,3$. For the first strategy, we get the vector of local correspondences $(0.167; 0.483; 0.1267)$; for the second one we have $(0; 0.267; 0.725)$; for the third one we have $(0.267; 0.725; 0)$.

Now, we aggregate the local correspondences using the Choquet integral (9)–(11). To determine $\lambda$ from equation (10), we set the coefficients of importance of the product parameters equal to $\varphi_1 = 0.3$, $\varphi_2 = 0.6$, $\varphi_3 = 0.2$. Then, equation (10) takes the form

$$\lambda + 1 - (1 + \lambda \cdot 0.3) \cdot (1 + \lambda \cdot 0.6) \cdot (1 + \lambda \cdot 0.2) = 0,$$

at $\lambda > -1$, $\lambda \neq 0$. Root of the equation is $\lambda = -0.286$.

### Table 2.

**Characteristics of consumer demand given by triangular fuzzy numbers**

<table>
<thead>
<tr>
<th>Buyer</th>
<th>The volume of goods requested by the buyer</th>
<th>1-st parameter</th>
<th>2-nd parameter</th>
<th>3-rd parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>(0.2; 0.4; 1)</td>
<td>(0.2; 0.5; 1)</td>
<td>(0; 0.4; 0.6)</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>(0.2; 0.6; 1)</td>
<td>(0.5; 1; 1)</td>
<td>(0.4; 0.4; 1)</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>(0.2; 0.2; 0.8)</td>
<td>(0.2; 0.6; 1)</td>
<td>(0; 0; 1)</td>
</tr>
</tbody>
</table>

**Fig. 2.** The membership function of the generalized demand by each parameter.
Determine the Choquet integral for the first strategy of the seller. Arrange the coordinates of the vector of local correspondences in ascending order

\[ f_s^{(3)} = f_s^1 = 0.1267, \ f_s^{(2)} = f_s^2 = 0.167, \ f_s^{(1)} = f_s^3 = 0.438. \]

Then,

\[
f_s = (f_s^{(1)} - f_s^{(3)}) \cdot \varphi(1, 2, 3) + (f_s^{(2)} - f_s^{(3)}) \cdot \varphi((1, 2)) + (f_s^{(3)} - f_s^{(2)}) \cdot \varphi((2)),
\]

where

\[
\varphi((1, 2, 3)) = (1 - 0.286 - 0.3) \cdot (1 - 0.286 - 0.6) \cdot (1 - 0.286 - 0.2) - 1 = 1
\]

\[
\varphi((1, 2)) = (1 - 0.286 - 0.3) \cdot (1 - 0.286 - 0.6) - 1 = 0.286
\]

and \( \varphi((2)) = 0.6. \)

As a result,

\[
f_s = (f_s^{(1)} - f_s^{(3)}) \cdot \varphi((1, 2, 3)) + (f_s^{(2)} - f_s^{(3)}) \cdot \varphi((1, 2)) + (f_s^{(3)} - f_s^{(2)}) \cdot \varphi((2)) = (0.1267 - 0) + (0.167 - 0.1267) \cdot 0.8485 + (0.483 - 0.167) \cdot 0.6 = 0.35.
\]

Similarly, for the second strategy, the Choquet integral is \( f_s = 0.41, \) for the third strategy is \( f_s = 0.501. \)

We have the probabilities of the transaction for the seller by each product:

\[
p_1 = 0.35, \ p_2 = 0.41, \ p_3 = 0.501. \tag{18}
\]

Now consider a generalized seller which is competitor for the seller offering a homogeneous product.
Suppose that a generalized seller has three strategies \( \hat{q}_1, \hat{q}_2, \hat{q}_3 \), and the probabilities of a deal for each of them are \( \hat{p}_1 = 0.414, \hat{p}_2 = 0.374, \hat{p}_3 = 0.264 \).

Probabilities (18) for the seller has been obtained in the case when there is no competition. Under competition for seller, it is necessary to obtain the values of (15) that are substituted into the bimatrix as his payoffs.

Because \( p_1 = 0.35 < \hat{p}_1 = 0.414 \), then, using (15)

\[
p_{11} = 0.35 - 0.35 \cdot 0.414 = 0.205.
\]

At the same time

\[
p_{13} = 0.35 \quad \text{because} \quad p_1 = 0.35 > \hat{p}_3 = 0.246.
\]

Other winnings of the seller are calculated similarly.

As a result, the bimatrix game takes the form:

\[
\begin{pmatrix}
q_1 \cdot (0.205; 0.414) & \hat{q}_1 \cdot (0.219; 0.374) & \hat{q}_3 \cdot (0.35; 0.264) \\
q_2 \cdot (0.240; 0.414) & \hat{q}_2 \cdot (0.41; 0.374) & \hat{q}_3 \cdot (0.41; 0.264) \\
q_3 \cdot (0.501; 0.414) & \hat{q}_3 \cdot (0.501; 0.374) & \hat{q}_3 \cdot (0.501; 0.264)
\end{pmatrix}
\]  

(19)

Note, that we are only interested in the choice of the seller strategy.

The solution to the bimatrix game using the Nash equilibrium strategy in the situation of mixed strategies [32, 33] gives the equilibrium in pure strategies for the seller with the price of the game 0.501. That is, the seller should put up for sale the first product with characteristics (0.5; 0.4; 0.8); the probability of sale under competition, will be equal to 0.501. For the generalized seller, equilibrium is reached in pure strategies with the price of the game 0.414.

Note that the method for calculating the Nash equilibrium is quite cumbersome and its computational complexity increases with the increase in the dimension of the problems being solved.

The above result can be obtained using a simpler technique. It is shown in [34] that in the game 2 × 2 the same result can be obtained by each side only based on their own payoff matrices. To do this, it is necessary to split the bimatrix game into two ordinary zero-sum matrix games. Each player can calculate from the matrix of his own payoffs the optimal average payoff, which coincides with the payoff in the equilibrium situation; using his own matrix, the player can find the optimal strategy of the other player, but not his own. In our case, consider the matrices 3 × 3:

\[
A = \begin{pmatrix}
0.205 & 0.219 & 0.35 \\
0.240 & 0.41 & 0.41 \\
0.501 & 0.501 & 0.501
\end{pmatrix}
\]

and

\[
B = \begin{pmatrix}
0.414 & 0.414 & 0.414 \\
0.374 & 0.374 & 0.374 \\
0.264 & 0.264 & 0.264
\end{pmatrix}
\]  

(20)

Find the solution to the matrix game in mixed strategies for the generalized seller using matrix \( A \). To do this, we denote by \((\alpha_1, \alpha_2, \alpha_3)\) the vector of probabilities of applying the corresponding strategies by the generalized seller, and by \( v \) — the price of the game. Substituting

\[
x_1 = \frac{\alpha_1}{v}, \quad x_2 = \frac{\alpha_2}{v}, \quad x_3 = \frac{\alpha_3}{v},
\]

we compose a linear programming problem:

\[
F = x_1 + x_2 + x_3 \rightarrow \max,
\]

under restrictions

\[
0.205x_1 + 0.219x_2 + 0.35x_3 \leq 1,
0.240x_1 + 0.41x_2 + 0.41x_3 \leq 1,
0.501x_1 + 0.501x_2 + 0.501x_3 \leq 1.
\]

Solutions to this problem are \( x_1 = 1.996, x_2 = 0 \) and \( x_3 = 0 \). The game price is

\[
v = \frac{1}{x_1 + x_2 + x_3} = \frac{1}{1.996} = 0.501.
\]

When passing to probabilities, we get \( \alpha_1 = 1, \alpha_2 = 0, \alpha_3 = 0 \). Therefore, the solution in pure strategies for the generalized seller is \((1; 0; 0)\). The game price for the
seller is 0.501. The pure strategies obtained for the generalized seller and the game price for the seller coincide with the strategies and the game price that were found when solving the bimatrix model using the Nash equilibrium technique.

Obtain the solution to the matrix game in mixed strategies for the seller, using matrix $B$. To do this, we denote by $(\beta_1, \beta_2, \beta_3)$ the vector of probabilities of applying the corresponding strategies by the seller, and by $v$ — the price of the game. Then, the linear programming problem for solving the game in mixed strategies, taking into account the change of variables, as in the previous model, has the form:

$$F = x_1 + x_2 + x_3 \rightarrow \max,$$

under restrictions

\[
\begin{align*}
0.414x_1 + 0.414x_2 + 0.414x_3 & \leq 1, \\
0.374x_1 + 0.374x_2 + 0.374x_3 & \leq 1, \\
0.264x_1 + 0.264x_2 + 0.264x_3 & \leq 1.
\end{align*}
\]

Solutions to this problem are $x_1 = 2.4, x_2 = 0, x_3 = 0$. The game price is

$$v = \frac{1}{x_1 + x_2 + x_3} = \frac{1}{2.4} = 0.414.$$

Therefore, the solution in pure strategies for the seller is $(1, 0, 0)$. That is, in a competitive environment, the optimal strategy for him is the first one. The price of the game for the generalized seller is 0.414. The resulting solution also coincides with the solution which has been obtained for a bimatrix game using the Nash equilibrium technique.

Thus, we can simplify the procedure for finding a Nash equilibrium in mixed strategies by reducing the solution of a bimatrix game to solving two zero-sum games with payoff matrices (20).

**Conclusion**

The research we conducted made it possible to obtain a set of decision support models for the seller in the formation of a product offer for a homogeneous product on the marketplace in a competitive environment. The formation of the proposal is carried out in two stages. First, the seller, receiving information about the generalized demand, and knowing his functional and cost limitations, using the proposed models, can determine the permissible ranges of values for the characteristics of a homogeneous product which provide non-zero liquidity. Based on them, he can form alternative versions of his product offerings (product strategies). The choice of a product strategy in a competitive environment is carried out within the game-theoretic duopoly model using the Nash criterion. The example shows that it is possible to simplify the procedure for finding a Nash equilibrium in mixed strategies by reducing the solution of a bimatrix game to the solution of two zero-sum games. ■
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Abstract

Digital innovative products often become a significant factor in the revision of companies’ business strategies and influence consumer preferences. A key component in the process of formulating such strategies is understanding the implications underlying the attributes of digital products. This requires a good understanding of their nature and characteristics. To date, there is no solid basis for classifying various digital products according to their inherent characteristics. This paper presents a new interpretation of “digital products” based on the analysis of 2954 scientific articles from the Scopus database. It discusses the problems of differentiation of digital products from other types of products (such as “cyber-physical products,” “digitized products,” “smart products,” etc.). We also developed a new classification of digital products by the method of highlighting their key attributes. The purpose of the study is to develop an advanced classification of digital products based on their differentiation from other types of products. The classification we constructed based on the principles of differentiation will allow innovators and businessmen to create more profound and more advanced business models.
Introduction

The popularity of the Internet has given companies around the world many tasks related to the promotion of their products via e-commerce. In particular, an increasing number of companies, including publishers, banks, news and insurance agents, are revising the concepts of their products in order to create and sell digital versions of traditional goods and services [1]. The growing popularity of selling digital products as the main way to make a profit has prompted business leaders and research scientists to study optimal competitive strategies associated with the sale of these products [2]. Interest in digital products is also noted in the number of published scientific articles on this topic. Figure 1 shows the trend in the number of publications over the past 10 years for the keyword “digital product” (materials from the Scopus article database were used). It can be remarked that the greatest “surge of interest” occurred in the period 2019–2020. This can be attributed to the COVID-19 pandemic, when the demand for digital products increased significantly [3–6].

Different digital products demonstrate different growth rates [7], which largely depend on the main characteristics of the product [8–10] and the market environment [11–14]. Often, even minor changes in the structure of a digital product can seriously affect demand and change the existing market [15]. According to Christensen, innovations that significantly affect the market and break technological cycles are called “disruptive” [16].

Thus, different types of digital products require different approaches in modeling and in ways of implementation in the business process. Despite this, there is no solid basis for classifying various digital...
products according to their inherent characteristics [17]. The impact of digitalization on business and technology has several aspects that directly affect the digital architectures of products and services. Unfortunately, the current modeling approach for developing proper models of digital services and products suffers from the presence of many uncontrolled diverse approaches and modeling structures. High-quality digital models should follow a clear concept of value and service. Next, an attempt will be made to systematize and classify digital products based on their main types and characteristics. The purpose of the study is to develop an advanced classification of digital products based on their differentiation from other types of products.

There is also currently no reliable relationship between digital strategies and business modeling. Value is usually associated with utility and combines such categories as importance and desirability [18]. The concept of value is important in the development of appropriate digital services and related digital products.

1. Interpretation of digital products

What is a digital product? From the point of view of economic theory, most digital products are public goods delivered privately with all the consequences that follow from this: “the problem of the stowaway” and “tragedy of the commons” [19]. With the transition to the digital format, these problems are only getting worse, and the problem of combating media piracy on the Internet is becoming more complex than in the former analog world. Another definition is given in study [20], where the representation of a digital product as visual and verbal elements from the point of view of mental images was additionally studied. In article [21], the concept of a digital product is a complex scientific category that is subject to change.

Initially, when digital technologies were developed, they themselves were digital products [22]. This logic implies that digital products include digital devices (for example, mobile devices) and related (complementary) goods and services (for example, software). In the course of the spread of digital technologies, the typologization of digital products has also become more complicated. At the moment, these include not only digital devices, but also digital services, as well as manufactured and sold goods. However, such a classification of digital products closely intersects with the definitions of “intelligent products” and “cyber-physical products,” which does not allow us to fully disclose the meaning of “digital products”.

The interpretation of digital products also depends on who is the beneficiary of the introduction of a digital product to the market. The attitude of stakeholders to the digital product is contradictory [23]. For the state, this product is a means of developing the digital economy, stimulating an increase in the global competitiveness of the economic system and accelerating its economic growth. An example of the macroeconomic advantages obtained by replacing traditional (pre-digital) products with digital ones is to increase the transparency of economic activity and prevent tax evasion [24]. Another example is the reduction of government spending on the money supply during the transition to electronic money [25].

In turn, it is also beneficial for entrepreneurs to support the popularization of digital products, since they create business benefits. One of these advantages is the reduction of business risks and costs in the long term [26]. For example, online trading helps us to minimize reserves (logistics optimization) and more accurately predict demand (marketing optimization). Another advantage is associated with the expansion of activities: diversification of sales markets and obtaining “economies of scale.” For example, e-commerce companies can conduct business cooperation and sell their products in remote markets, which is very difficult in the case of conventional retail. As a result, the importance of network effects is growing.

Modern consumers are showing increased interest in a digital product due to its greater availability and
lower price compared to a pre-digital product. Thus, the popularity of online commerce, online finance and online public services is growing. However, consumers prefer a digital product only if it is of high quality [27]. Although consumers do not always take advantage of the lower price of a digital product, in most cases they face such disadvantages of a digital product as a high risk of its purchase and use (due to novelty, ambiguity of the legal field and other reasons).

This contradiction – high demand with high uncertainty indicators – constrains the production and sale of digital products and slows down the development of the digital economy. Attempts to overcome this by improving the quality of a digital product in the conditions of the modern digital economy are ineffective due to the weak development and underdevelopment of the scientific vision of the quality of a digital product as an economic category [28]. Therefore, an important scientific and practical task is to overcome the existing contradiction with the most complete, accurate and correct definition of the quality of a digital product as an economic category. To do this, it is important to identify the factors that can be used to distinguish between “digital” and “physical” products.

Digital products can be distributed without loss in a purely digital form (for example, using computer networks.). A digital product serves a specific purpose, is intended for sale or exchange, and can satisfy the user’s desire or need. Other criteria that help distinguish digital products from physical ones can be found in Table 1.

Industrial standard items are static. Only a small amount of alteration is possible with them. Digital products, on the other hand, are dynamic. They include both cloud services and software. Through network connections, they can be updated. As a result, the functionality of the products can be modified to meet the evolving demands and wants of clients. Digital goods and services might be produced gradually or offered momentarily. Digital products can be copied almost free of charge and are subject to non-commercial copying by end consumers. Since the quality of the copy usually does not deteriorate, copies can become available on a large scale. At the same time, the problem of online piracy is becoming more acute. Article [34] analyzes the basic models of piracy, models with indirect assignment, models with network effects and models with asymmetric information.

Digital products are able to capture their own state and present this information in related contexts [35]. The so-called “servitization of products” is based on this. The buyer is not being sold a physical product, but a service. The supplier can remotely determine if the product is working and initiate maintenance and repair if necessary. Evaluation of the status information and analysis of the product usage history allow you to predict when a malfunction is likely. Maintenance or replacement of the product is performed before the predicted failure. The collected data also provides information for on-site repairs, so that a high speed of problem solving can be achieved the first time. Thus, it is possible to significantly reduce unplanned shutdowns of products.

Digital products also allow network effects [36], which grow exponentially with the number of participating devices [37, 38]. Increasing the number of digitized products increases incentives for additional service providers. At the same time, it makes further product digitization more appealing. Network effects arise not only to enhance functionality, but also for the analytical use of data collected by digitized products (network intelligence). It is feasible to spot patterns considerably earlier and more accurately by merging data from numerous devices.

Digital products and services become part of an information system that accelerates learning and cognition processes in all products [39]. In parallel, a number of other useful effects can be achieved, such as network optimization, maintenance optimization and improved recovery capabilities when considering individual systems [40]. The consumer turns into a “co-producer” [41]. Platforms complement products that interact through standardized interfaces.
The difference between a “physical” and a “digital” product

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Digital product</th>
<th>Physical product</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Product properties</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value after use</td>
<td>After the first use, they are identical to new ones, and in some cases even better (for example, for digital games, the achieved levels add value). Only “moral” wear and tear is relevant (for example, obsolescence, going out of fashion, etc.) [29].</td>
<td>Usually depreciated after purchase and use (“used product”). For these products, the concepts of “depreciation” and “physical and moral” wear are relevant.</td>
</tr>
<tr>
<td>Product flexibility and service delivery speed</td>
<td>Flexible products. Changes can be easily and quickly implemented in the product. However, this may cause certain difficulties in the context of intellectual copyrights. The possibility of instant “delivery” of the order (or access).</td>
<td>Static products: the composition, idea, appearance, design of the product are usually clearly defined, and the introduction of any changes is accompanied by a change in the product itself. There are delays in the delivery of products: additional difficulties are created in logistics issues.</td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed and variable product costs</td>
<td>High fixed costs for R&amp;D. A small or practically zero cost of delivery per unit of product. Low overhead.</td>
<td>There are certain fixed costs. Non-trivial unit delivery cost.</td>
</tr>
<tr>
<td>The costs of “audience building,” the problem of network effects</td>
<td>Audience growth depends on the influence of the network effect and “accumulates” faster than for a physical product. This reduces the cost of attracting an additional audience.</td>
<td>High costs. The effect of the “network effect” depends on the type of product.</td>
</tr>
<tr>
<td>Transaction costs</td>
<td>Low, completion of purchase and sale agreements “in a few clicks”.</td>
<td>High.</td>
</tr>
<tr>
<td><strong>Risks</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk for the developer</td>
<td>The risk can be high for products such as digital games, because market demand and reaction to it are very volatile. To mitigate risks, development managers usually use non-cascading business process methodologies: Agile [30] or Scrum [31] project management methodologies.</td>
<td>Depends on the nature of the product. For seasonal products, market demand is very unstable, and the risk is high. Cascading project management methodologies are mainly used for product output, plus there is a need to create “roadmaps” for product development.</td>
</tr>
<tr>
<td>Risk to consumers</td>
<td>It may be high, since consumers may have to learn how to use the product, and they may not know about it long before buying.</td>
<td>May be available for touch and detailed visual examination before purchase.</td>
</tr>
<tr>
<td>Information asymmetry</td>
<td>Low information asymmetry. The occurrence of the principal-agent problem is less likely [32].</td>
<td>High information asymmetry. The high significance of the principal-agent problem.</td>
</tr>
</tbody>
</table>
Producers will not simply rely on supply and demand according to marginal revenue and marginal cost pricing. Based on the characteristics of the digital products themselves, the cost price, the network market environment, the characteristics of consumer behavior and network expansion, the theory of group pricing follows [42], on the basis of which a business strategy is put forward and a business model is built.

2. Differentiation of digital products from other types of products

Based on the identification of the definition of digital products and their differentiation from physical products (an attempt to solve the “interpretation problem”), it is possible to build models of digital business strategies. However, there are currently no articles in the scientific community that would clearly distinguish between such concepts as intelligent products, digitalized (digitized) products, cyber-physical products, digital products, etc. Table 2 presents definitions of these concepts, and Fig. 2 shows a comparison of terms in Euler circles (an attempt to solve the “differentiation problem”).

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Digital product</th>
<th>Physical product</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price discrimination and market</td>
<td>Price discrimination is possible, but unlikely due to the lack of information</td>
<td>Price discrimination of all three types is likely. Audience analysis is carried</td>
</tr>
<tr>
<td>segmentation</td>
<td>asymmetry. It is preferable to use Big Data analysis for audience and market</td>
<td>out mainly with the help of various surveys, focus groups and other methods of</td>
</tr>
<tr>
<td></td>
<td>segmentation. Moderate accuracy, significant role of quantitative marketing</td>
<td>marketing analysis. Low accuracy, high error, high influence of subjective</td>
</tr>
<tr>
<td></td>
<td>research [33].</td>
<td>factors (for example, cognitive distortion such as “observer error/bias”).</td>
</tr>
<tr>
<td>Profitability</td>
<td>Higher profitability compared to “physical products”: there are no recurring</td>
<td>Profitability is usually lower than that of “digital products”: usually due to</td>
</tr>
<tr>
<td></td>
<td>costs for goods, hence saving most of the profits.</td>
<td>high fixed production costs.</td>
</tr>
<tr>
<td>Disintermediation</td>
<td>Intermediaries are often excluded from the service provision process.</td>
<td>Often, the active participation of 1–2 intermediaries is necessary.</td>
</tr>
</tbody>
</table>

Fig. 2. Differentiation of terms related to different types of digitalized products.
Table 2.
Separate concepts and concepts related to “digitized products”

<table>
<thead>
<tr>
<th>Concept</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digitized products</td>
<td>“(...) digitization makes physical products programmable, addressable, intelligent, sociable, memorable, traceable and associated (...)” [43]. Such products combine physical and digital attributes. The inclusion of the physical shell in the definition is an important factor. When building various models, it is necessary to take this into account.</td>
</tr>
<tr>
<td>Cyberphysical systems</td>
<td>“(...) represent the integration of computing with physical processes. Embedded computers and networks monitor and control physical processes, usually with feedback loops when physical processes affect calculations and vice versa (...)” [44]. Cyber-physical products, in addition to the physical shell, take into account the internal “physical processes” of the product.</td>
</tr>
<tr>
<td>Intelligent products</td>
<td>“(...) contain the possibilities of perception, memory, data processing, reasoning and communication (...)” [45]. Intelligent products are separated from being classified as physical matters; here the “content” of the product comes to the fore, namely the ability of the product to store, process and transmit information.</td>
</tr>
<tr>
<td>Smart objects</td>
<td>“(...) have a unique identity, are able to communicate effectively with the environment, can store data about themselves, use language and are able to make decisions (...)” [46]. The definition is very similar in meaning to the definition of “intelligent products.” Smart objects are part of the “smart products” system. The key point here is the ability to make decisions and communicate to the external environment [47]. They know not only about the steps of the process that have already been completed, but are also able to determine future steps [48]. Sensors allow you to record physical measurements, cameras – to receive visual information about the product and its surroundings in real time.</td>
</tr>
<tr>
<td>Smart, connected products</td>
<td>“(...) consist of physical components, intelligent components (sensors, microprocessors, data storage, controls, software, operating system) and connection components (ports, antenna, protocols) (...)” [49]. The definition is close in meaning to the definition of “digitized products.” However, the definition is narrower: these products refer specifically to “smart objects.”</td>
</tr>
<tr>
<td>Internet of things</td>
<td>“(...) everyday objects can be equipped with identification, recognition, networking and processing capabilities that will allow them to communicate with each other and with other devices and services via the Internet (...)” [50]. The definition emphasizes the systemic nature of such products. Objects can make decisions and interact with both humans and other robotic objects.</td>
</tr>
</tbody>
</table>

3. Classification of digital products

The problem of “digital products” is being dealt with by scientists from different fields of life. One of the ways to classify objects is to classify them by scope of application. Data from the Scopus website was used to construct the following tables and figures. From Fig. 3 and Table 3 it can be noted that the most popular areas where the theoretical foundations and practical methods of using digital products are studied are computer science, engineering, social sciences, management and business, mathematics, etc.

The complexity of identifying clusters for classification is observed when clustering terms based on the
processing of 2954 articles from the Scopus database (Fig. 4). The methodology proposed in the article [51] was used to build a term map. To cluster terms, the VOSviewer program was used, which identified five large clusters.

The first cluster includes terms from the field of digital technologies. Digital technologies, such as additive manufacturing, artificial intelligence, cloud computing, data analysis, social networks and wireless sensor networks [52, 53], open up unprecedented opportunities for the development and release of new products [54]. Rather, this cluster reflects the applied nature of the use of digital products in the context of digital production. Digital production is a digital representation of the entire production process. It includes three main components: a digital factory, a virtual factory and the corresponding data management. The second cluster includes areas of application of digital products (for example, in the field of sales). The third cluster highlights the spheres of interaction between a machine and a person. The fourth cluster reflects measures to protect digital products. The fifth cluster emphasizes the importance of digital innovation.

Figure 4 also shows a heat map of keywords by year. Such a map allows you to highlight the basic (fundamental) concepts within the digitalization process, as well as new elements that relate to the topic under study. New directions in this area are digital twins, digital transformation, added reality, digital innovations within the concept of “Industry 4.0”.

Some authors, among them [55–57], distinguish a separate niche in the classification of digital products in the form of “digital data”. In 2018, a new measure emerged based on the foundation of data citation: data
Table 3.

Number of articles on the term “digital products” by research disciplines

<table>
<thead>
<tr>
<th>Sphere</th>
<th>Number of articles</th>
<th>Sphere</th>
<th>Number of articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer science (Informatics)</td>
<td>3812</td>
<td>Energy and energy systems sciences</td>
<td>251</td>
</tr>
<tr>
<td>Engineering</td>
<td>3259</td>
<td>Chemical engineering</td>
<td>179</td>
</tr>
<tr>
<td>Social sciences</td>
<td>1706</td>
<td>Psychology</td>
<td>159</td>
</tr>
<tr>
<td>Business, management and accounting</td>
<td>1492</td>
<td>Agricultural and biological sciences</td>
<td>155</td>
</tr>
<tr>
<td>Mathematics</td>
<td>786</td>
<td>Chemistry</td>
<td>119</td>
</tr>
<tr>
<td>Decision sciences</td>
<td>679</td>
<td>Biochemistry, genetics and molecular biology</td>
<td>110</td>
</tr>
<tr>
<td>Materials science</td>
<td>636</td>
<td>Multidisciplinary directions</td>
<td>70</td>
</tr>
<tr>
<td>Economics, econometrics and finance</td>
<td>483</td>
<td>Health sciences</td>
<td>68</td>
</tr>
<tr>
<td>Arts and humanities</td>
<td>464</td>
<td>Neurology</td>
<td>40</td>
</tr>
<tr>
<td>Physics and astronomy</td>
<td>418</td>
<td>Dentistry</td>
<td>21</td>
</tr>
<tr>
<td>Environmental science</td>
<td>373</td>
<td>Nursing</td>
<td>19</td>
</tr>
<tr>
<td>Earth and planetary sciences</td>
<td>316</td>
<td>Pharmacology, toxicology and pharmaceuticals</td>
<td>16</td>
</tr>
<tr>
<td>Medicine</td>
<td>253</td>
<td>Immunology and microbiology</td>
<td>12</td>
</tr>
</tbody>
</table>

Fig. 4. Cluster map and keyword heat map.
reliability is a real value reflecting the importance of data cited by a research organization [58].

There is such a phenomenon as digital information products (DIP), which are a subset of digital products. DIP is a special type of digital product, the main advantage of which is the provision of information [59]. DIPs often consist of a mixture of information and software. The difference between DIP and pure software is that DIP is focused on delivering information. In this respect, only a limited set of software systems can qualify as DIP [60]. DIP is widely distributed, for example, electronic magazines, films, electronic weather reports, digitized educational programs, textbooks and lectures.

The main limitation of all existing classifications is a vague idea of the object under study: there is no clear opinion on how digital products differ from other types of products. In this article, about 2 954 articles were studied to highlight this problem. Thanks to the differentiation of products, it is possible to build a better classification. Figure 5 shows an approximate division of digital products into categories. The constructed classification is based on “differentiated criteria”: only those types of digital products that differ markedly from other categories of digitalized products are included in the classification. In future works, it is planned to expand the existing classifications. To enhance the depth of the construction of classifiers of digital products, it is necessary to identify additional criteria that determine the differentiation of one category by a product from others. For example, article [62] suggests several classifications of digital products based on the allocation of various criteria: 1) digital products based on content; utilities and tools; online services; 2) categories based on the concepts of 4P, 4S and 4S; 3) based on the possibility of litigation and the degree of detail. Despite the fact that the authors create a systematic view of the problem and strive to

![Fig. 5. Classification of digital products based on their differentiation from other types of digitalized products.](image-url)
combine all the criteria into a single structure, the proposed classification does not take into account the nature of digital products, as well as differences between digitalized products. To further develop the concept of “digital products,” it is necessary to study the methods of modeling classifiers.

Among the methods of classifier modeling, we can distinguish: sentimental methods, the Rocchio method, the probabilistic classification method (Bayes method), clustering methods, etc. Future articles may also be devoted to the issues of comparing the effectiveness of using the above modeling methods.

The next stage in the development of this topic is the construction of various business models where digital products are used. Understanding the specifics of digital products for modeling is extremely important, since business models often include a description of product characteristics. Digital products do not have a physical form as such. As we can see, there are certain factors that can significantly affect the quality of models. Those rules that are optimal, for example, for physical products, may not be relevant for digital products.

Article [61] uses a hybrid system based on fuzzy modeling to identify dependencies between user characteristics and the evaluation of digital products in order to develop a dynamic pricing system. Currently, industrial companies are gradually moving from a product-oriented business model to a service-dominant logic. Such logic offers personalized products and services in the form of a set of solutions to meet individual customer needs.

Conclusion

Digital product development has been booming in recent years due to the maturity of the entire environment. However, most e-commerce research still focuses on physical products and misses the value of the digital wave. In this article, criteria were proposed by which it is possible to distinguish between physical and digital products. To further build a product development strategy, it is critically important to understand the main characteristics by which one type of product differs from another. Among the criteria that make it possible to distinguish between physical and digital products, the following can be distinguished: the properties of the product itself, the costs of production, distribution, support, etc. of products, risks and market factors. Understanding the structure and properties of the product, as well as key attributes, will make it possible to commercialize them more efficiently and fit them more harmoniously into the country’s economic system.

The development of digital product platforms is a prevailing trend in many industries. As firms introduce digital technologies into established product categories, they need to cope with tensions at several organizational levels, including strategy, technology and structure. A new fundamental paradigm shift in industrial production is brought about by the integration of Internet technologies and cutting-edge technology in the area of “smart” items, which is based on the digitization of factories. The future of production envisions modular and effective production systems as well as scenarios where goods manage their own manufacturing processes.

There is an evolution of Internet systems combining features of both technical and economic aspects. In this regard, there is a problem with solutions related to modeling and managing various aspects of the organization of the system. This article presents options for interpreting digital products, as well as their differentiation and classification. The differentiation of digital products from other types of digitalized products allows you to differentiate the areas of research, and also helps to investigate individual categories of certain forms of products based on their differentiation. The implication is that understanding these differences can...
create a clearer picture of the perception of a complex technological world.

Innovations in the digital world are increasingly being developed in the field of open platforms consisting of basic technology and a large number of additional products developed by an ecosystem of independent complementary companies. The literature on the platform ecosystem mainly focuses on indirect network effects arising from the number of add-ons, with little attention to the quality of add-ons. Joint actions of platform owners and users are needed to respond to opportunities, failures and obsolescence.

References


About the author

**Ansel I. Shaidullin**

PhD student, Department of Business Informatics, Higher School of Business, HSE University, 26, Shabolovka st., Moscow 119049, Russia;
E-mail: aishajdullin@hse.ru
ORCID: 0000-0002-2653-1745
An intelligent method for generating a list of job profile requirements based on neural network language models using ESCO taxonomy and online job corpus

Ivan E. Nikolaev
E-mail: ivan_nikolaev@csu.ru
Chelyabinsk State University
Address: 129, Kashirin Brothers Str., Chelyabinsk 454001, Russia

Abstract
Online recruitment systems have accumulated a huge amount of data on the real labor market in recent years. Of particular interest to the study are the data on the real requirements of the labor market contained in the texts of online vacancies, as well as the process of extracting and structuring them for further analysis and use. The stage of compiling an up-to-date list of requirements for a position profile in the recruitment process is very time-consuming and requires a large amount of effort from an HR specialist related to monitoring changes in entire industries and professions, as well as analyzing relevance of existing requirements on the market. In this article, the author proposes a conceptual model of a recommendation system that allows one to reduce the burden on an HR specialist at the stage of forming an up-to-date list of requirements for a position profile in the recruitment process. The model is based on a combination of the following components: a graph model of labor market requirements based on the ESCO taxonomy adapted for the Russian language; and an intelligent method of forming
Introduction

Currently, the vast majority of companies cover a significant part of their staffing needs by posting online job advertisements in online recruitment systems. In such systems, a huge amount of structured and semi-structured data about vacancies and applicants (resumes) is generated and accumulated daily. For example, there are two Russian-language online recruitment systems hh.ru and superjob: the first one has about 57 million resumes and more than 40 million vacancies for the period from 2010 to 2020; the second contains more than 12 million vacancies for the period from 2010 to 2020.

In this regard, the problem of processing and extracting information from online job data becomes particularly relevant, since its solution will allow modeling and understanding complex phenomena in the labor market (see, for example, [1–6]).

Although online recruitment systems have de facto become the main source for co-founders and recruitment managers, they still show shortcomings in search, relevance and accuracy, since job offers are presented in natural language and often in several syntactically and lexically different, but semantically similar forms. This leads to the fact that in the search process search queries are subject to natural language ambiguity and do not compare well with job descriptions in online vacancies. In particular, queries that are overly defined or inconsistent often do not return matches, while relevant job offers could still be found if the problem of consistency or specificity of search queries was solved. If there are not enough exact matches, it is often necessary to accept the worst alternatives or compromise with the initial requirements.

Another problem is the lack of tools that allow a person to use the data extracted from online vacancies in their professional activities. For example, when developing a position profile in the process of creating a vacancy for a position in a company, an HR specialist or the head of the corresponding department needs to spend significant efforts in order to select several dozen, or even hundreds, of similar vacancies, analyze them, extract from them a list of published requirements and responsibilities, conduct their analysis and ranking, and compare them with the job responsibilities of the position for which a new vacancy is being developed.

Modern recommendation systems in general, and in the field of the labor market in particular, largely depend on large amounts of manual data processing and expert knowledge, which makes them expensive, difficult to update and error-prone.
This article proposes a conceptual model of a recommendation system based on the following components:

♦ graph model of labor market requirements based on the ESCO taxonomy adapted for the Russian language;
♦ an intelligent method of forming recommendations for compiling a list of requirements in the recruitment process based on neural network language models using the ESCO skills taxonomy and the corpus of online vacancies of the Russian labor market;
♦ a model and conceptual algorithm of the automated recommendation system for the formation of recommendations;
♦ possible options for recommendations on updating the list of requirements of the job profile based on an analysis of the needs of the labor market.

1. Analysis of the results of previous works

In recent years, there has been an increasing interest in the use of artificial intelligence (AI) methods for analyzing data on the labor market — “labor market intelligence” (LMI). LMI means the development and use of AI methods, algorithms and structures for analyzing labor market data that help with policy planning and decision-making [7–9].

For example, in [10, 11], research is aimed at creating recommendation systems that determine the correspondence between the applicant’s resume and the vacancy for specific competencies at the level of determining the position. Other works are aimed at determining the demand for certain skills [12], which can help students determine their educational trajectory or direction of retraining and increase their level of competitiveness.

Due to the rapid development of computational linguistics and tools for analyzing texts in natural language, some scientists are trying to analyze changes in the labor market based on the texts of online vacancies at the level of individual competencies [13–16]. This approach has many advantages, as it allows us to identify changes at the level of specific professions and specialties, as well as the requirements of employers. For example, it allows one to monitor online vacancies in different regions and countries in real time, predicting the demand for individual skills, competencies and technologies within specific professions or industries, as well as quickly comparing similar labor markets in different countries and regions.

The project of the European Center for the Development of Vocational Education (Cedefop) deserves special attention, since its goal is to collect and classify online vacancies for the entire EU using machine learning [17–19]. In addition, within the framework of this project, research is being conducted to identify trends in the labor market and predict the demand for individual skills. For example, in [20], the authors, using the methods of intellectual text analysis, analyze the literature in the category “fourth technological revolution” and compare the results with the new version of the ESCO skills classification to determine to what extent the new version of the ESCO skills classification, created by experts manually, reflects the trends occurring in the real market labor.

2. Methods and materials

2.1. Overview of the European Taxonomy of ESCO Skills

The ability to extract valuable knowledge from large amounts of data, such as online recruitment systems, strongly depends on the availability of up-to-date knowledge bases, taxonomies and thesauri. Such resources are necessary for the effective application of machine learning methods and for solving most NLP (natural language processing) and NLU (natural language understanding) tasks.

Currently, a large number of labor market analysis projects are based on the European ESCO Skills Classification. ESCO (European Skills, Competencies and Professions) is a multilingual classification of European skills, competencies, qualifications and professions. It defines and classifies skills, competencies, qualifications and professions corresponding to the EU labor market, education and vocational training,
in 25 European languages. The system provides professional profiles showing the relationship between professions, skills, competencies and qualifications. ESCO was developed in an open IT format, is available for free use by everyone and is available through an online portal.

ESCO is structured on the basis of three interrelated components, representing a searchable database in 28 languages. These main elements are: a) Professional Profiles (professions), b) Skills/competencies/knowledge and c) Qualifications, as shown in Fig. 1 of the ESCO data model. The first component – professional profiles (or professions) contains the name, description of the profession and shows whether skills and competencies and knowledge are necessary or optional, and which qualifications are relevant to each profession. The second component contains information about knowledge, skills and competence, as well as some group concepts. ESCO v1 contains about 13 500 concepts (and if you include alternative names, then almost 100k formulations) organized into a hierarchy and is also structured through communication with professions. The third component, the qualifications component, allows States and assigning authorities to provide data on qualifications that are collected in ESCO. Qualifications are structured using the European Qualifications Framework (EQF) and ISCED Fields of Education and Training 2013.

Currently, separate groups of scientists are proposing approaches and algorithms for automatically expanding the taxonomy of ESCO skills based on open online job data [21, 22].

For example, for the profession “computer equipment engineer”, ESCO code 2152.1.1, 22 alternative names of the profession are defined in the taxonomy; an incomplete list of alternative names is given in Table 1. Also, a number of entities skill/competence and knowledge that are necessary for this profession are defined for this profession, each of which also includes a list of alternative names in natural language. For example, 47 basic and 25 additional skills/competencies, 16 basic and 20 additional knowledge entries are defined for this profession; examples of names for the entities of skills/competencies and knowledge, as well as their alternative names are presented in Table 2.

The most important advantage of this classification is that it uses the wording of the names of the profession, the names of skills/competencies and knowledge, as well as their alternative names – in natural language.
Table 1. Examples of alternative names for the profession “computer equipment engineer”

<table>
<thead>
<tr>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>computer equipment specialist computer</td>
</tr>
<tr>
<td>computer engineer</td>
</tr>
<tr>
<td>engineer PC hardware engineer</td>
</tr>
<tr>
<td>IT equipment specialist</td>
</tr>
</tbody>
</table>

language, which greatly simplifies and expands the possibilities of its application for analyzing the texts of online vacancies of the real labor market, which are also presented in natural language, modern machine learning methods.

2. The model of the recommendation system for the formation of current requirements of the profile of the position

2.1. Generalized graph model of labor market requirements based on ESCO classification and data from online vacancies

Let’s imagine a labor market model as a directed graph. Let’s take the ESCO taxonomy as a basis.

Definition of a graph model of the labor market based on the ESCO taxonomy. The graph model is represented as a tuple of three elements \( E = (O, R, S) \), where \( O = \{o_1, \ldots, o_n\} \) – set of occupations, \( S = \{s_1, \ldots, s_m\} \) – set of multiple entities of skills/competencies and knowledge, and \( R : O \times S \rightarrow B \) – the relation that connects occupation \( o \) with skill \( s \), namely \( r(o, s) = 1 \) if skill \( s \) is associated with occupation \( o \) in ESCO, and 0 otherwise.

It is worth noting that one profession can be associated with several entities of skills/competencies and knowledge, and one entity of skills/competencies or knowledge can relate to several professions (Fig. 2).

Definition of an online vacancy. Online vacancy \( j \) is represented as a tuple \( V = (i, c, p, t) \), where \( i \in N \) is a unique identifier, \( c \in C \) is a unique identifier of the industry, \( p \in P \) is a unique identifier of the profession of the vacancy, \( t \in T \) is the text of the requirements from the vacancy.

2.2. Calculating the importance of skills for a profession

Since the same skill in the ESCO structure can be associated with several professions, a tool is needed to assess the importance of a skill for a particular profession.

The importance of skills for each profession can be assessed using the RCA tool, originally used in the context of research in the USA [23], where the authors used the O*NET skill classification (the American equivalent of ESCO) to take into account the importance of each skill for each profession. The importance (frequency) of skills for professions \( o_i \in O \) and skills \( s_j \in S \) is determined by the formula (1), where \( I \) denotes the indicator function. The \( rca \) function is calculated by the formula (2), where \( sf \) is the frequency of the skill \( s_j \) for the profession \( o_i \).

To get a more understandable measure, we calculate the normalized \( rca \) by formula (3), normalizing the \( rca \) with respect to the maximum value obtained for the profession in question, so that the most sought-after skill for each profession has a normalized \( rca \) equal to 1.
2.3. Formation of recommendations based on semantic comparison of the initial list of requirements from the position profile with the graph model of the labor market

The idea of the method of forming recommendations for updating the list of requirements when compiling a position profile comes from the semantic comparison of individual entities from the initial list of requirements and entities from the graph model of the labor market.

In the proposed method, the following stages can be distinguished:

1. Creating a graph model of the labor market based on the classification of ESCO skills.

2. Expansion of the graph model due to information from the texts of online vacancies of the real labor market.

3. Comparison of the initial list of requirements with the entities of the graph model of the labor market.

4. Ranking of matching results based on the RCA metric.

5. Formation of recommendations for inclusion in the initial list of requirements.

Steps 3–5 can be repeated several times, which will allow you to form a more accurate and up-to-date list of requirements with each new iteration.

The recommendation system model is shown in Fig. 3.

3. Conceptual algorithm of the system’s functioning

A conceptual algorithm is an abstract description of the process of solving a problem or performing a certain action without specifying detailed instructions or

---

**Table 2.**

<table>
<thead>
<tr>
<th>Priority name</th>
<th>Alternative names</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>assemble hardware components</td>
<td>assembly of computer equipment, installation of equipment, assembly of computer components, assembly of computer components</td>
<td>skill / competence</td>
</tr>
<tr>
<td>installing the software</td>
<td>computer software installation, software download, computer software download, computer software, installation, software installation, software download, …</td>
<td>skill / competence</td>
</tr>
<tr>
<td>create technical plans</td>
<td>create plans for technical details, create industrial plans, create technical drawings</td>
<td>skill / competence</td>
</tr>
<tr>
<td>principles of electricity</td>
<td>electric current, voltage, electricity physics, electricity science, electricity theory, resistance, voltage</td>
<td>knowledge</td>
</tr>
<tr>
<td>hardware components</td>
<td>hardware components of the system, types of hardware components, hardware components, components for hardware systems, parts for hardware systems, components of hardware systems, hardware parts of the system, typology of hardware components</td>
<td>knowledge</td>
</tr>
</tbody>
</table>
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ESCO Taxonomy Structure

<table>
<thead>
<tr>
<th>Levels</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISCO level 1:</td>
<td>Professionals</td>
</tr>
<tr>
<td>ISCO level 2:</td>
<td>Specialist in the field of computer technology, engineering and science</td>
</tr>
<tr>
<td>ISCO level 3:</td>
<td>Computer engineering professionals</td>
</tr>
<tr>
<td>ISCO level 4:</td>
<td>Programmer</td>
</tr>
<tr>
<td>ISCO occupation</td>
<td>Database Engineering</td>
</tr>
</tbody>
</table>

Data structure of online recruitment systems (Vacancy)

- Industry (code)
- Occupation (code)
- Vacancy

Position profile

- Requirements
- Knowledge
- Skill / competence
- The structure of the profession entity

ESCO occupation

- ISCO level 4:
- ISCO level 3:
- ISCO level 2:
- ISCO level 1:

ESCO knowledge:

- ESF
- ESF 4:
- ESF 3:
- ESF 2:
- ESF 1:

Types of relationships

- INCLUDED
- REQUIRES - USED
- MATCHED

Fig. 2. The main entities and relationships in the generalized graph model of labor market requirements based on the ESCO classification.
Fig. 3. Model of the recommendation system for updating the list of requirements when compiling a position profile.
programming language. This concept is used in computer science, mathematics and other scientific fields where the process of solving a problem is important, and not a specific code or programming language. In scientific publications, this term can be used to discuss general approaches to solving problems, without reference to specific technologies or implementations.

The result of our work was the development of a conceptual algorithm for the operation of the recommendation system:

1.1. Formation of a graph model of the labor market based on the European taxonomy of ESCO skills (see description of the graph model).

1.2. Adaptation of the graph model of labor market skills for the Russian language. With the help of automatic translation services, all formulations of the European taxonomy of skills are translated, while the structure of relations between the entities of the taxonomy is preserved.

2.1. Collecting online vacancies from Russian online recruitment systems. Many online recruitment systems support an open API for obtaining job data (for example api.hh.ru, api.superjob.ru and others).

2.2. Selection of short texts of requirements from texts of vacancies. There are several possible options for selecting short texts of requirements from the texts of vacancies:
- search for direct matches of entity formulations from the graph model of the labor market with texts from online vacancies;
- developing rules and finding matches based on rules (for example, using the yargy parser from the natasha library for python (https://natasha.github.io/);
- and the third option, preparing a training dataset and training a model for the NER task. For example, using neural network models to analyze natural language texts from the deeppavlov library (https://deeppavlov.ai/) developed by an innovative AI company – iPavlov, a spin-off of MIPT. Continuation of the successful project “Neurointellect iPavlov”, implemented within the framework of the NTI, with the industrial support of Sberbank.

3. Comparison of the texts of requirements from online vacancies with the entities of the graph model of labor market requirements. At this step, it is supposed to use a simple comparison and search for matches between normalized (reduced to normal form) texts of the requirements extracted from the texts of online vacancies and the entities of the graph model.

One of the possible improvements of this step can be suggested using the Russian version of the ruwordnet thesaurus [24], which contains relations of hyponyms, hyperonyms, as well as a dictionary of synonyms for the Russian language. Using this information will allow you to expand the list of variations of the texts of requirements when comparing.

4. For all formulations of the graph model, the rca parameter is considered, which actually indicates the importance of a skill for a particular profession.

It is worth noting that the expansion of the ESCO taxonomy may occur not just with statistical data, but may also represent a more complex process, for example, the search for new formulations of skills/competencies or knowledge and their integration into an existing graph model [21, 22].

5. Thematic filtering. At this step, using thematic modeling tools, the user can be offered terms and concepts automatically grouped by topic. The user can select a list of words or concepts that must necessarily be contained or absent in the texts of the final output. The possibility of using such a thematic filter was demonstrated by the author in the article [25].

6. The user of the system (for example, an HR specialist) forms an initial set of requirements and this is submitted to the system input.

7. Comparison of the texts of requirements from the user’s request and entities from the graphical model of the labor market. In this case, it is assumed that we use a more intelligent matching process which can be divided into two stages: with the help of modern neural network models built on the architecture of transformers (RuBERT, Robert and others), vector representations are obtained for the texts of user requirements and for the entities of the graph model. Then, using a cone proximity measure, vector rep-
resentations are matched in pairs. Further, all texts of requirements that lie beyond a certain permissible distance (determined experimentally) are cut off, and which are the most semantically close to the text of the original requirement. This is how semantically similar texts of requirements from the graph model are determined for all texts from the user’s original list of requirements.

The algorithm for choosing the most effective neural network model that would allow generating the best (from the point of view of compactness) vector representations for semantically similar texts of requirements was considered by the author in the article [26].

8. The user chooses which type of recommendation he would like to form for the initial list of requirements.

9.1. Semantically similar texts from the graph model selected in step 7 are ranked by the \( rca \) parameter. The arranged formulations are demonstrated to the user, indicating the \( rca \) parameter and profession. In fact, at this stage, the user gets the opportunity to select the most important and semantically similar requirements, and he decides to add the proposed requirements to his initial list.

9.2. Semantically similar texts from the graph model selected in step 6 are ranked by the \( rca \) parameter. For the totality of the requirements of the initial list, the formulas with the highest \( rca \) are selected. For all requirements and professions, the amount is considered. The sessions are ranked by the amount of \( rca \) for the initial list of requirements (Fig. 4). From the graph model, \( n \) profession names are selected based on the largest amount of \( rca \) for the initial list of user requirements and are shown to the user.

9.3. Just like in 9.2, the \( rca \) sum is calculated. \( N \) profiles are selected from the graph model based on the largest amount of \( rca \) for the initial list of user requirements (Fig. 4). From each selected profession, the \( M \) most important \( rca \) texts of skills/competencies or knowledge are selected and demonstrated to the user.

10. After studying the proposed recommendations, the system user can choose the options that will be added to the initial list of requirements.

Steps 5 through 10 can be repeated over again, which will iteratively refine and improve the initial list of requirements set by the user.

Examples of possible options for modifying the set of requirements of the position profile based on the recommendations formed:

- Propose a new alternative formulation for the existing requirement based on a higher \( rca \).
- Propose to include a new requirement in the position profile based on a high \( rca \), taking into account the relationship with existing requirements.
- Recommend to exclude a requirement from the position profile based on a low \( rca \), taking into account the relationship with existing requirements.
- Break down the requirements into categories by profession
- Suggest the title of the position based on the list of requirements of the position profile.
- Ranking of requirements according to their demand based on the \( rca \) indicator.

The list of recommendations can be adjusted towards expansion by adding new functional blocks to the system.

The computational complexity of the entire system is estimated as low. The most time-consuming stages, such as extracting the entities of knowledge, skills and competencies from the texts of vacancies, as well as their vector representation, occur once and can occur in the background. Thematic filtering and \( rca \) counting are relatively simple computational operations. The most difficult, from the point of view of computational complexity, is the operation of ranking a large number of requirements relative to each other based on a cosine measure of proximity. To perform a highly productive search for similar vectors of requirements, there are plans to use the FAISS library (Facebook AI Similarity Search) [26, 27]. This library provides a set of algorithms for indexing large sets of vectors and quickly searching for nearest neighbors in these sets. The library was developed by Facebook AI Research and is distributed under the terms of the Apache 2.0 license.
Conclusion

The development of a recommendation system for the formation of an up-to-date list of job profile requirements based on an analysis of the real requirements of the labor market is an important step in the development of HR technologies and will allow us to: significantly reduce the labor costs of HR specialists; more accurately and systematically determine the requirements for candidates for various positions; identify potential opportunities for retraining employees; better understand how changes in the requirements of the labor market affect companies and their personnel; form more flexible and adaptive strategies for attracting and managing personnel.

The proposed conceptual model of the recommendation system includes:

♦ Graph model of labor market requirements based on ESCO taxonomy adapted for the Russian language;
♦ An intelligent method of forming recommendations for compiling a list of requirements in the recruitment process based on neural network language models using the ESCO skills taxonomy and the corpus of online vacancies of the Russian labor market. Within the framework of the method, we propose to use neural network models of the language built on the architecture of transformers (models of the BERT family) to assess the semantic proximity of the entities of the initial list of requirements with the graph model of the labor market;
♦ Model and conceptual algorithm of the automated recommendation system for the formation of recommendations.

This article also provides possible options for recommendations on updating the list of requirements of the position profile based on an analysis of the needs of the real labor market.

To improve this model, the author additionally plans to: develop a method for extracting individual short texts of knowledge and skills from the texts of

<table>
<thead>
<tr>
<th>Occupation 1</th>
<th>rca</th>
<th>sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skill / competence</td>
<td>0.81</td>
<td>1.56</td>
</tr>
<tr>
<td>Skill / competence</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>Knowledge</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>Knowledge</td>
<td>0.35</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Occupation 2</th>
<th>rca</th>
<th>sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>Skill / competence</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>Knowledge</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>Knowledge</td>
<td>0.41</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Occupation 3</th>
<th>rca</th>
<th>sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>Skill / competence</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>Knowledge</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>Skill / competence</td>
<td>0.55</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. Ranking of the profession by the amount of rca for the initial list of requirements.
the requirements of online vacancies of the real labor market; develop a system for automatically expanding the graph model with texts of knowledge and skills; integrate an extended graph model of labor market requirements through the international system of classification of occupations (ISCO) with all-Russian classifiers (OKZ, the all-Russian classifier of occupations, OKVED, the all-Russian classifier of economic activities), and professional standards of the Russian Federation. In addition, a separate and important task is to develop a method for assessing the quality and investigating the effectiveness of using a recommendation system based on the proposed model in various sectors of the economy and in various labor markets. ■
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Abstract

The contribution of the real estate industry to the global and regional economy is remarkable, yet in today’s evolving digital technology and digital economy, the digital transformation of the real estate industry is lagging behind other industries. This is, on the one hand, due to the solidified processes and systems linked to the upstream and downstream real estate industries, and, on the other hand, due to the fact that digital technology disrupts traditional ways of doing business, making the industry full of uncertainty. The digital transformation of the real estate industry is a broad and emerging concept. Various related research fields are concerned with the penetration and application of different innovative technologies to the industry. This study provides a systematic review focusing on the field of smart real estate using the bibliometric analysis approach under the guidance of PRISMA. The bibliometric analyses were performed in RStudio by utilizing 22 scientific documents indexed in Scopus and Web of Science that were published from 2012 to 2022. The findings suggest that: (i) smart real estate research is still a new but rapidly emerging field; (ii) only limited academic institutions from a few countries, such as the University of New South Wales in Australia, have shown significant contributions; (iii) the research exhibits specific collaborative network characteristics, leading to a high concentration of authors and citations; and (iv) data-driven topics such as “machine learning,” “information management,” “data analytics” and “big data” indicate a high degree of research density and centrality.
Introduction

Digital technologies are driving worldwide innovation and disruption across numerous industries. However, the real estate industry has been slow to embrace technology, and this trend may take some time to catch on [1]. The real estate industry is thought to be difficult to innovate in due to the presence of hard barriers in solidified processes and systems [2], and digital technologies also present disruption to the old way of doing business and necessitate significant changes by organizations to compete in the new environment [3]. Smartness is always an indicator for innovative digital technology, and the real estate industry is empowered with such smartness through the applications of several technologies, including virtual and augmented realities (VR and AR), big data, robotics, 3D scanning drones, clouds, software as a service (SaaS), wearable technologies [1], digital twin, and CyberGIS [4]. The real estate industry plays a pivotal role in economic development at both global and regional level; therefore, it is imminent to promote the digital transformation of the real estate industry and conform to the transformation of Industry 4.0 [5] and Marketing 4.0 [6].

The purpose of this study is to systematically review the extant literature on smart real estate associated with a bibliometric analysis, to investigate current theoretical developments in the literature, and to provide future guidance for both academic scholars and industry practitioners. In line with the purpose, this study develops a novel approach to the design science research methodology of business informatics by introducing the Preferred Reporting Items for Systematic Reviews and Meta-analysis (PRISMA) [7].

This study is organized as follows: the first section introduces the research background and purpose of the study; followed by the materials and method section, which illustrates the PRISMA flowchart of identification and selection of scientific documents used for bibliometric analysis; the third section provides in-depth insights through the aspects of (i) the development trend of the research field; (ii) the performance of countries and institutions; (iii) trends in authorship and collaborations; and (iv) the analysis of keyword co-occurrences and thematic evolution. Finally, the conclusions and limitations of the study are shown.

1. Materials and method

A systematic review is a review that uses specific, systematic approaches to collect and synthesize the findings of studies that address a clearly defined research purpose [8]. This study employed the PRISMA approach (hereafter referred to as the PRISMA 2020 statement), one of the most frequently consulted approaches for mixed quantitative and qualitative systematic reviews [7]. Unlike previous established design science research of purpose-oriented study, such as Archer’s six-step design science research of programming, data collection and analysis, synthesis of objectives and analysis results, development, prototyping, and documentation [9, 10], the PRISMA approach contains a 27-item checklist with detailed explanations of each item considered essential for reporting in systematic reviews, which make such an approach distinctive and enable researchers to provide a transparent, complete, and accurate process while exploring the state of knowledge in a chosen research field and identifying future research priorities [7].
On the first stage of scientific document identification, the two main scientific bibliographic databases [11], Web of Science (WoS) and Scopus, were selected for bibliographic data retrieval. The search query “smart real estate” was entered into the topic search in Web of Science and “TITLE-ABS-KEY” in Scopus. In order to ensure data synchronization, data retrieval was done for both databases on the same day, January 9, 2023. Differing from some similar systematic studies (e.g., [12]), the search was not limited by the Web of Sciences core bibliographic collections (e.g., the Social Sciences Citation Index (SSCI)) and no time constraints were set, which were operated similarly in Scopus, and the language of the documents was limited to English for both databases. A total of 38 initially identified scientific records of smart-real estate relevant studies were obtained, of which 22 were included in Scopus and 16 in the Web of Sciences. Both bibliographic metadata were imported into RStudio during the second stage of document screening in order to detect duplicate records and merge the two bibliometric datasets using the bibliometrix package in RStudio. Bibliometrix is the most widely used R package for bibliometric studies [13], which are increasingly referenced in scientific publications. Following the five-step bibliometric dataset merging with duplicates using the bibliometrix package (see Table 1), 16 duplicates were identified and found to be covered by the Scopus databases, after which 22 records of scientific documents were confirmed eligible for systematic analysis through the screening of titles and abstracts for each.

On the third stage, 22 scientific documents were included for further analysis in the systematic review, including 12 journal articles, 2 book chapters, 4 conference papers, and 4 reviews. Adhering to the purpose of this study, the comprehensive bibliometric analysis was performed in the Biblioshiny app of the bibliometrix package in RStudio, which provides a web interface for the bibliometrix package that is used to analyze the bibliographic data in a visualized graphical format and provide insights into the conceptual themes [11].

2. Results and discussion
2.1. Trend of development

Figure 2 shows the trend of research in the field of smart real estate. It is observed that the first research in this field appeared in 2012, followed by a gap in the five years from 2013 to 2017. Since 2018, the research in this field shows a gradual increase in the trend, reaching its

---

**Table 1: PRISMA flowchart for scientific documents identification and selection.**

<table>
<thead>
<tr>
<th>Stage</th>
<th>Action</th>
<th>Initial Records</th>
<th>Screened Titles</th>
<th>Full-Text Eligibility</th>
<th>Total Eligible</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDENTIFICATION</td>
<td>Web of Science (N = 16)</td>
<td>(N = 38)</td>
<td>(N = 22)</td>
<td>(N = 22)</td>
<td>(N = 22)</td>
</tr>
<tr>
<td></td>
<td>Scopus (N = 22)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCREENING</td>
<td>Duplicates removed</td>
<td>Scopus covered the documents identified in Web of Science (N = 16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Records identified after duplicates removed (N = 22)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Screened titles and abstracts (N = 22)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INCLUDED</td>
<td>Total studies included in review (N = 22)</td>
<td>Article (N = 12)</td>
<td>Book chapter (N = 2)</td>
<td>Conference paper (N = 4)</td>
<td>Review (N = 4)</td>
</tr>
</tbody>
</table>
peak in 2020, and a slow decrease from 2020 to 2022. Scientific documents published in 2018 received the most average citations per year (36), followed by documents published in 2020 and 2021, which received 14.75 and 20.2 average citations per year, respectively. As shown in Table 2, the bibliographic metadata consists of 22 scientific documents contributed by 50 researchers, with an average of 3.05 co-authors per document and an international co-authorship rate of 31.82%, including 12 journal articles, 2 book chapters, 4 conference papers, and 4 review articles. From 2012 to 2022, the annual growth rate was 14.87%, and the average number of citations per document reached 14.45 times.

2.2. Most contributing countries, institutions and authors

2.2.1. Most productive countries and institutions

A systematic review at the country or institutional level indicates the degree of internationalization of a specific research field [14]. A scientific publication from a country when at least one author is affiliated with an institution located in that country [15], and the individual collaboration in the research field adds up to an observable change in the structure of science [14].

---

Table 1.

<table>
<thead>
<tr>
<th>Step 1: Download and install package “bibliometrix” in RStudio</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;install.packages (“bibliometrix”)</td>
</tr>
</tbody>
</table>

Step 2: Run the “bibliometrix” and “xlsx” package in RStudio

<table>
<thead>
<tr>
<th>&gt;library (bibliometrix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;library (xlsx)</td>
</tr>
</tbody>
</table>

Step 3: Import and convert bibliographic files

<table>
<thead>
<tr>
<th>&gt;wos_data &lt;- convert2df (“wos.txt”, dbsource = “wos”, format = “plaintext”)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Import and convert the Web of Science dataset “wos.txt” and name the converted dataset as “wos_data”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>&gt;scopus_data &lt;- convert2df (“scopus.bib”, dbsource = “scopus”, format = “bibtex”)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Import and convert Scopus dataset “scopus.bib” and name the converted dataset as “scopus_data”</td>
</tr>
</tbody>
</table>

Step 4: Merge the WoS and Scopus database and remove the duplicated data

<table>
<thead>
<tr>
<th>&gt;merged_data &lt;- mergeDbSources (wos_data, scopus_data, remove.duplicated = T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Merge the converted datasets and name the merged dataset as “merged_data”</td>
</tr>
<tr>
<td>#Duplicates with a count of 16 are automatically removed from the merged dataset</td>
</tr>
</tbody>
</table>

Step 5: Export the merged database to “xlsx” file and write the file name as “merged database”

<table>
<thead>
<tr>
<th>&gt;write.xlsx (merged_data, “merged database.xlsx”)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Export the “xlsx” file and name it “merged database.xlsx”</td>
</tr>
</tbody>
</table>
A total of 14 countries have made their contributions in the research field of “smart real estate,” of which 6 countries have produced two or more scientific documents (Table 3). Among all the countries, Australia made the most significant contribution, cumulatively contributing nine documents; the total number of citations reached 283 times, and the average number of citations per document reached 31.44 times. Turkey came in second with four documents, 77 citations, and an average citation of 19.25 per document. In addition, the Netherlands and Malaysia produced 3 documents each, and Pakistan and the United Kingdom produced 2 documents each.

Table 4 shows the institutions that contributed more than two publications and the leading authors affiliated with those institutions. The 22 identified scientific documents were contributed by scholars from a total of 26 institutions. Among them, the University of New South Wales in Australia has contributed 8 journal articles, ranking first, co-authored by researchers such as Ullah, Sepasgozar, and Shirowzhan. The Near East University in Turkey ranked second and was led by Al-Turjman, who contributed three journal articles; it is worth noting that all three articles were co-authored with Ullah from the University of New South Wales in Australia. The University of Reading Malaysia ranked third, with two journal articles contributed by Lecomte in 2019 and 2020. In addition, Lecomte published one journal article with the University of Quebec in Montreal in Canada in 2022 in the research filed of smart real estate [16].

2.2.2. Trends in authorship and collaborations

Analysis of authorship and trends in collaboration provides deep insights into the structure and practice of a particular scholarly research field, and the intensity of collaboration between authors and the impact of collaboration on scientific citations vary widely at the international and domestic levels [14].

Research in the field of smart real estate shows a high intensity of author collaboration. As shown in Fig. 3, there are ten groups of collaborative networks, among which the collaborative network centered on Ullah and Sepasgozar has the highest collaboration density and the largest number of scientific publications (Table 3). Furthermore, as illustrated in Fig. 4, seven publications co-authored by Ullah and Sepasgozar (including the co-authorship with Low et al.) ranked among the top ten most cited in the research field; a journal article published in the journal Sustainability in 2018 was cited 66 times, ranking first. The remaining 9 groups of collaborative networks exhibited the characteristics of multiple authors coop-
Operating on a single publication: collaborative networks such as Ahmed et al. [26], Allameh et al. [27], Kempeneer et al. [28], Azmi et al. [29], Sandeep Kumar and Talasila [30] each collaborated on one journal paper; collaborative networks such as Hapuarachchi

Table 2.

Descriptive bibliographic metadata

<table>
<thead>
<tr>
<th>Description</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main information</strong></td>
<td></td>
</tr>
<tr>
<td>Timespan</td>
<td>2012–2022</td>
</tr>
<tr>
<td>Documents (Articles, Reviews, etc.)</td>
<td>22</td>
</tr>
<tr>
<td>Annual Growth Rate %</td>
<td>14.87</td>
</tr>
<tr>
<td>Document Average Age</td>
<td>3.05</td>
</tr>
<tr>
<td>Average citations per doc</td>
<td>14.45</td>
</tr>
<tr>
<td>References</td>
<td>1590</td>
</tr>
<tr>
<td><strong>Document types</strong></td>
<td></td>
</tr>
<tr>
<td>Article</td>
<td>12</td>
</tr>
<tr>
<td>Book chapter</td>
<td>2</td>
</tr>
<tr>
<td>Conference paper</td>
<td>4</td>
</tr>
<tr>
<td>Review</td>
<td>4</td>
</tr>
<tr>
<td><strong>Document contents</strong></td>
<td></td>
</tr>
<tr>
<td>Keywords Plus (ID)</td>
<td>200</td>
</tr>
<tr>
<td>Author's Keywords (DE)</td>
<td>103</td>
</tr>
<tr>
<td><strong>Authors</strong></td>
<td></td>
</tr>
<tr>
<td>Authors</td>
<td>50</td>
</tr>
<tr>
<td>Single-authored docs</td>
<td>5</td>
</tr>
<tr>
<td>Co-Authors per Doc</td>
<td>3.05</td>
</tr>
<tr>
<td>International co-authorships %</td>
<td>31.82</td>
</tr>
</tbody>
</table>

Table 3.

Most productive countries

<table>
<thead>
<tr>
<th>Country</th>
<th>No. of Documents</th>
<th>Total citations</th>
<th>Average citations per doc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>9</td>
<td>283</td>
<td>31.44</td>
</tr>
<tr>
<td>Turkey</td>
<td>4</td>
<td>77</td>
<td>19.25</td>
</tr>
<tr>
<td>Netherlands</td>
<td>3</td>
<td>17</td>
<td>5.67</td>
</tr>
<tr>
<td>Malaysia</td>
<td>3</td>
<td>16</td>
<td>5.33</td>
</tr>
<tr>
<td>Pakistan</td>
<td>2</td>
<td>14</td>
<td>7.00</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2</td>
<td>1</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Note: The documents identified and included may be co-authored by several scholars from different institutions located in different countries; therefore, the number of documents and total citations corresponding to each country are cumulative.

Table 4.

Most productive institutions with leading authors

<table>
<thead>
<tr>
<th>Institution</th>
<th>Country</th>
<th>N</th>
<th>Leading author(s)</th>
<th>Documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>University of New South Wales</td>
<td>Australia</td>
<td>8</td>
<td>Ullah, Sepasgozar and Shirowzhan [1,17–23]</td>
<td></td>
</tr>
<tr>
<td>Near East University</td>
<td>Turkey</td>
<td>3</td>
<td>Al-Turjman [19, 21, 22]</td>
<td></td>
</tr>
<tr>
<td>University of Reading Malaysia</td>
<td>Malaysia</td>
<td>2</td>
<td>Lecomte [24, 25]</td>
<td></td>
</tr>
</tbody>
</table>

Note: N = number of documents; % = percentage of contributed scientific documents. "Leading authors" refer to authors who have authored (including co-authored) more than two documents with their corresponding affiliated institutions.
et al. [31], Aydinoglu and Bovkir [32], Xu and Gade [33], and Su and Li [34] each produced one conference paper collaboratively.

### 2.3. Analysis of keyword co-occurrence and thematic evolution

When analyzing the knowledge of the research field, keyword analysis allows for more systematic insights into the current state and trends for future development. Keywords Plus, containing the author’s keywords and words or phrases automatically generated by the computer algorithms that appear frequently in the titles of an article’s references, are recommended for co-occurrence analysis of keywords and the evolution of the research themes [35]. In this section, the conceptual structure map using the multiple correspondence analysis method was employed to distinguish the present research themes by categorizing the selected keywords, whereas the thematic map was used to consult the comprehensiveness of each clustered theme by Keywords Plus, thus summarizing the evolution of themes by the degree of development and relevance of each theme cluster.

The bibliographic metadata contains 200 Keywords Plus spread across 22 scientific documents, 29 of which appeared more than twice and were chosen for keyword co-occurrence analysis and thematic evolution. As shown in Fig. 5, 29 keywords were categorized into four groups according to the conceptual structures, and the detailed categories of keywords and corresponding documents with the highest contribution are summarized in Table 5.

The four different types of themes are distributed in different quadrants according to their degree of development (density on the y-axis) and relevance (centrality on
the x-axis): niche themes are located in the upper-left quadrant, motor themes are located in the upper-right quadrant, emerging or declining themes are located in the lower-left quadrant, and basic themes are located in the lower-right quadrant [36]. Shown in Fig. 6, we observe:

Fig. 4. Most cited documents in the research field of smart real estate.

The cluster consisting of “deep learning,” “neural networks,” “smart cities,” and “taxation” is the only cluster located in the niche theme quadrant; according to [36], those topics are narrowly focused and peripheral in nature, with strong internal linkages but weak external ties, and thus have only a minimal impact on the research field.

The merging or declining themes are both weakly developed and peripheral, showing low density and low centrality. Three clusters are located in the quadrant of emerging or declining themes. These are: the cluster containing “sustainability,” “property market,” and “software,” and the cluster composed of “property,” “real estate industry,” “sales,” and the cluster composed of “real estate agents.” According to Table 5, the publications that contributed to those keywords were published between 2018 and 2022, resulting in the emerging themes. It is worth noting that the cluster composed of the single keyword “real estate agents” is less developed than the other two located in the same quadrant.

The motor themes exhibit high density and strong centrality; themes locate in this quadrant, suggesting that they are both well-developed and essential for structuring a study topic, as well as tied externally to theories that are relevant to other conceptually related themes [36]. The cluster composed of “machine learning,” “information management,” “data analytics,” “big data,” and “life cycle” possesses the highest development degree and relevance degree. The cluster composed of “decision stress,” “housing,” “investments,” “machine learning,” “techniques” and “real estate investment” has a medium degree of relevance and a higher degree of development. Meanwhile, the cluster composed of “architectural design,” “marketing” and “real estate” has a higher degree of relevance and a medium degree of development.
The keywords “learning algorithms” and “engineering education” formed the only cluster in the quadrant of basic themes, indicating their importance for the research field of smart real estate but not yet fully formed.

By comparing Fig. 5 and Fig. 6, we found that most of the keywords in Categories I and III are either motor themes with a higher degree of development and relevance or basic themes with a higher degree of relevance but have not been explored in depth. Category III overlaps with all keywords of the three clusters located in the quadrant of emerging or declining themes; keywords of Category IV, “smart city” and “taxation,” are located in the niche themes quadrant, and “architectural design” is located in the motor themes quadrant.

**Conclusion**

Innovative technology is important and influential, and the development of technology has driven the transformation of the industry. As pointed out by [37], the driving force of transformation is strategy, not technology, and it applies to the real estate industry. This study provides a systematic review of the digital transformation of the real estate industry, focusing on the aspect of smart real estate. It provides a comprehensive understanding of current trends in theoretical development, taking “smart real estate” as a research field, and it guides academic scholars with future research directions and industry practitioners with strategy or policymaking. The key findings are summarized as follows:

i. Research on smart real estate is a relatively new research field. The relevant literature first appeared in 2012 and has shown a rapid growth trend since 2018.

ii. The University of New South Wales in Australia made the most contributions to this field of study, followed by the Near East University in Turkey and the University of Reading in Malaysia. There appeared to be significant gaps in this research field in other developed regions such as the European Union as well as in emerging economies such as China and Russia.

iii. Research in the field of smart real estate exhibits a strong co-authorship characteristic, with the most prominent
### Table 5.

**Categories of keywords and corresponding documents with the highest contribution**

<table>
<thead>
<tr>
<th>Category I</th>
<th>No. of keywords</th>
<th>Time of appearance</th>
<th>Most contributed documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>machine learning techniques, decision trees, data analytics, machine learning, property, investments, real estate investment, housing</td>
<td>8</td>
<td>2020</td>
<td>[26, 30]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category II</th>
<th>No. of keywords</th>
<th>Time of appearance</th>
<th>Most contributed documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>real estate, real estate industries, real estate agents, sales, marketing, sustainability, property market, software</td>
<td>8</td>
<td>2018–2022</td>
<td>[1, 17, 20, 31]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category III</th>
<th>No. of keywords</th>
<th>Time of appearance</th>
<th>Most contributed documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>search engines, learning algorithms, property management, engineering education, information management, big data, office buildings, life cycle, deep learning, neural networks</td>
<td>10</td>
<td>2020</td>
<td>[18]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category IV</th>
<th>No. of keywords</th>
<th>Time of appearance</th>
<th>Most contributed documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>taxation, smart city, architectural design</td>
<td>3</td>
<td>2018–2019</td>
<td>[33, 34]</td>
</tr>
</tbody>
</table>

*Note:*

The most contributed documents were identified by the factorial analysis in the Biblioshiny app, which presents the most weighted documents in influencing the corresponding research category [11].

---

**Fig. 6.** Thematic map by Keywords Plus.
contributions coming from a collaborative network of Ullah, Sepasgozar, and Shirowzhan et al., including the total number of publications and citations.

iv. Through two different bibliometric mapping methods that categorized and clustered themes using the Keywords Plus, we found that keywords from two categories, such as “machine learning techniques,” “decision trees” and “data analytics” from Category I, and “information management,” “big data” and “life cycle” from Category III, have a higher degree of thematic development and relevance.

The study employing the bibliometric analysis method provides the most objective results for a systematic review, which avoids the bias of individual subjective factors. Nevertheless, there are two major limitations that need to be acknowledged. First, the digital transformation of real estate is a very broad concept and involves a number of related research fields such as smart city, property technology (ProTech), digital real estate, smart housing and smart homes, etc.; thus it is highly recommended for future researchers to compare and summarize all related research concepts or frameworks. Second, Scopus and Web of Science were limited as sources of scientific documents; other bibliographic databases, such as Google Scholar and ProQuest, should be researched in the future for the development of bibliometric studies. ■
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