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Abstract

This article is devoted to the development of methods for creating intelligent assistants. Intelligent 
assistants can be used in call centers to solve customer problems, to solve technical support tasks, to 
help people with disabilities, to help in choosing goods, etc. We consider intelligent assistants that 
engage in argumentative dialogue with users, aimed at finding goods and services that maximally satisfy 
users’ wants and needs. The development of the intelligent assistant is based on a four-level model of 
the subject domain and a semantic model of the user. The system under development automates the 
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process of search and decision justification through the reuse of domain cases: accumulated knowledge 
about previous dialogues with users. This gives the system we developed an advantage over existing 
analogues, which are incapable of reusing knowledge about previous dialogues. The paper develops 
a case-based approach to building an intelligent system capable of reasoning about its responses. 
For this purpose, an argumentation graph is constructed, methods for structuring domain cases are 
developed, and ontological homomorphisms are used to transform the available domain cases into a 
finished solution. A description of model-theoretical methods for constructing intelligent assistants is 
presented. The cases of goods, users and dialogues of an intelligent assistant with users are formally 
described in the form of partial models. The transformation of domain cases and similarity of cases 
are formalized using ontological homomorphisms of partial models. The purpose of the developed 
dialogue system is not only to select a solution according to the user’s request, but also to find out 
the tasks that the user is going to solve, to analyze his argumentation, and then to justify the proposed 
solution to the user, to show that this particular product or service will be able to meet his needs.

Keywords: intelligent assistant, argumentative dialogue, domain case, partial model, ontological homomorphism, 
ontological model of the subject domain, semantic model of the user

Citation: Palchunov D.E., Yakobson A.A. (2024) Development of an intelligent assistant for selection of goods  
in the process of dialogue with the user. Business Informatics, vol. 18, no. 1, pp. 7–21.  
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Introduction

The world is currently experiencing the peak of 
popularity of artificial intelligence (AI) tech-
nologies. The success of ChatGPT as a uni-

versal dialogue system has shown the need of people to 
have an intelligent tool for solving various tasks. Chat-
GPT solves many tasks: from writing texts for social 
networks (with great success) to creating scientific 
papers (with not such great success). 

In most cases, such systems act as extremely 
advanced and powerful content compilers; they search 
through existing data and piece by piece assemble 
the required result from them. At the same time, the 
very concept of neural networks imposes a very spe-

cific limitation on them: they rely on their own trained 
model, on the data entered into the training sample 
in advance. As a result, they cannot use recent results 
of their own work to improve the process of finding a 
solution, because retraining a neural network is a long 
and resource-intensive process. Also, if any funda-
mentally new object appears in the subject domain (for 
example, a new style of drawing, if we are talking about 
a neural network that creates images), the neural net-
work will not be able to obtain the same result on its 
own, because this new data was not incorporated into 
it during training.

The situation is additionally complicated by the fact 
that neural networks are a “black box.” It is practically 
impossible to interpret the process of their work, espe-
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cially for large industrial instances. One of the pos-
sible solutions to the problems of the neural network 
approach is the construction of a logical system based 
on semantic analysis and structuring domain cases: 
previous sessions of work of the intelligent system both 
with this user and with all previous users.

1. Tasks of the intelligent  
assistant

Our goal is to develop methods for reasoned dia-
logue between an intelligent assistant and a user in 
order to help the user achieve goals, realize his/her 
intentions, satisfy needs and solve problems. In this 
paper, we primarily consider intelligent assistants that 
help users in selecting appropriate products and ser-
vices. 

To achieve this goal, the following tasks need to be 
performed in an automated manner:

 ♦ identifying the user’s interests, needs, desires, 
goals and intentions;

 ♦ finding out how the user achieves their goals, 
solves their tasks, fulfils their intentions and sat-
isfies their needs (e.g. the intention to purchase a 
desired product); 

 ♦ identifying the user’s justification, explanation, 
reasoning why, for example, he/she needs this par-
ticular device; finding out the specific tasks that 
the user is going to perform with this device (e.g. 
viewing and editing photos, cleaning the room or 
controlling a smart home); 

 ♦ selecting for the user the product or service that 
best suits the user’s tasks and needs;

 ♦ building an argumentation, justifying that a given 
product or service is indeed the best for the user 
(subject to the fulfilment of product price con-
straints and other non-functional requirements), 
or offering the user a set of products that are best 
suited for solving their problems; 

 ♦ explanation of the differences between these prod-
ucts, their positive and negative qualities (in com-
parison with each other) in terms of solving the 
user’s tasks and meeting his/her needs. 

We apply modern argumentation theory [1–9] to 
develop methods for argumentative dialogue between 
an intelligent assistant and a user. 

This article is primarily devoted to the presenta-
tion of methods and technologies of selection by the 
intelligent assistant of the goods most suitable for the 
user in the process of dialogue with the user. A more 
detailed description of the methods of building justi-
fication and argumentation of the fact that this prod-
uct is the best for the user will be the subject of the 
next article. 

The necessary information for the dialogue with 
the user of the intelligent assistant is taken from the 
semantic (ontological) model [10–12], the struc-
ture of which we will describe below. The semantic 
model is filled and replenished by extracting informa-
tion from the websites of product manufacturers and 
online shops, as well as by analyzing customer reviews 
of products they purchased. 

In developing the ontology model, we use a num-
ber of ontologies. These are:

 ♦ ontology of the subject domain as a whole; 
 ♦ ontology of characteristics, properties, functional-
ities of various goods and devices;

 ♦ user ontology: user tasks, goals and intentions; 
what goals users achieve and in what ways.

What is extremely important in the approach we 
developed is that we save and analyze dialogues with 
the user. This is a significant difference between this 
approach and most existing solutions. 

For example, Alice (a virtual voice assistant created 
by Yandex, YandexGPT 2), when having a dialogue 
with a user, does not “remember” even the previous 
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line or question of the user. If the user says: “Alice, 
put me some song by band X”, Alice will put a song by 
this band. But if the user says, “Alice, I like songs by 
band X. Put me some song of this band.”, then Alice 
answers: “I have nothing to answer”. 

If you ask: “Alice, what is the title of this song?” 
while a song is playing, she will answer. If you ask: 
“Alice, put the previous song on”, she will. But if you 
ask: “Alice, what is the name of the previous song?”, 
she will not be able to answer.

The intelligent assistant we are developing for 
selecting products for the user and for generating 
arguments can address:

 ♦ to the entire current dialogue with this user;

 ♦ to previous dialogues with this user;

 ♦ to previous dialogues with other users.

In this way the intelligent assistant works with cases 
of previously conducted dialogues. They are on the 
third level of the four-level ontological model, which 
will be described in detail below. 

Currently, various organizations, such as online 
shops, banks, etc., use virtual assistants designed to 
help the user find the right product or service. How-
ever, as a rule, these systems work according to a pre-
determined scenario and when a new situation arises 
that was not foreseen in advance, they are unable to 
assist the client and redirect him/her to interact with a 
human consultant. 

This situation, in which the virtual assistant is una-
ble to find a solution or give the right recommenda-
tion, decreases the user’s motivation to work with it 
in the future. In addition, such systems almost always 
conduct a dialogue from scratch, without remember-
ing the user and the context of the dialogue. If the user 
has already approached a similar problem, he or she 
must go through the whole process of searching for a 
solution again. 

The system we are developing automates the solu-
tion search process by reusing previously accumu-
lated cases (situations, domain cases). By comparing 
the current user’s goal and information from previ-
ous dialogues, it is possible not only to find a similar 
solution in the past, but also to additionally argue the 
proposed solution based on the coincidence of inten-
tions. This gives the developed system an advantage 
over existing analogues, which are incapable of accu-
mulating cases and arguing their solutions.

In this paper, we develop a case-based approach 
to building an intelligent system capable of reason-
ing about its answers. For this purpose, we construct 
an argumentation graph, develop methods for struc-
turing domain cases and use ontological homomor-
phisms to transform the available cases into a ready-
made solution. The goal of an intelligent dialogue 
system is to help a person to find an answer to a par-
ticular question. Our task is to circumvent the limi-
tation of the neural network approach, which is the 
inability to take into account the results of recent 
user sessions. For this purpose, we implement a case 
approach to solution construction using ontological 
homomorphisms. On its basis, the construction and 
reasoning of the solution takes place.

2. Existing approaches  
and solutions

Currently, there are many dialogue systems 
designed for different tasks: systems that support dia-
logue with simple phrases, voice assistants (Alice, Siri 
and others), capable of more complex communica-
tion, jokes or performing simple tasks (find informa-
tion on the Internet, turn on an electrical appliance), 
etc. The top of the development of such dialogue sys-
tems are complex language universal models (LLM) 
designed to solve arbitrary tasks like ChatGPT. 

A separate subclass of recommender systems is 
worth mentioning. For them it is important not only to 
find and output correct information, but also to justify 
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why the system derived a certain solution. We will con-
sider different types of systems from the point of view 
of approaches to solution retrieval and its justification. 

2.1. ChatGPT

A dialogue system (LLM language model) from 
OpenAI focused on solving arbitrary tasks [13]. It is 
based on a strong pre-trained InstructGPT language 
model used to formalize user input, while the model 
itself is trained using the Reinforcement Learn-
ing with Human Feedback (RLHF) approach. With 
the help of experts, a reward model was created that 
assigns a score to the correctness of the solution of the 
underlying model, after which automated reinforce-
ment learning was run. 

There are exceptionally few research articles on the 
ChatGPT architecture available at this time, as Ope-
nAI has not disclosed such information other than 
what is available on the company’s blog [13].

The model has a number of disadvantages. 
1. When having a long dialogue, the answers become 

unclear and the system starts to produce incorrect 
answers. The reason for this is that the model is 
not trained on long dialogues, the focus is shifted 
to more detailed and elaborate answers to a small 
number of questions in one session.

2. The initial model does not use data from the Inter-
net, but is limited to the data that was fed into it dur-
ing training. As a result, it cannot use information 
from dialogues with users (e.g., a new fact about 
the world around us), which makes the model more 
dependent on the quality of the training data and 
creates a time lag between the emergence of new 
knowledge and its input into the model. 

3. The model does not verify the data generated, 
leading to a paradoxical situation in which the 
system reasons in great detail about meaningless 
things, misleading the user (this phenomenon is 
metaphorically called “hallucinations”).

In addition, it is important to note that ChatGPT 
can store the context of the current dialogue, but this 
information will not be used in the next session with 
the same user. As a result, we get that the model can 
generate answers irrelevant for the user that have been 
previously received and used in a dialogue with the 
same user and “forget” what the user communicated 
to the model earlier. 

At the same time, the task of pre-training a neural 
network of this scale, depending on the results of dia-
logues, to solve the problem of dynamically updating 
a set of domain cases requires significant computa-
tional resources and can lead to the problem of cata-
strophic forgetting [14], since the incoming data can 
be anything. As a result, developers prefer to first type 
new data, process it, and run a one-time but lengthy 
learning process.

2.2. BlenderBot

ParlAI’s dialogue-oriented BlenderBot model [15]. 
Due to the presence of long-term memory, the sys-
tem supports long dialogues better than ChatGPT. It 
is able to use information previously received from a 
user, but the data received from one user is not used 
in a dialogue with other users.

The architecture of the BlenderBot system is based 
on the pipeline principle [16]. The system generates 
a response by sequentially using a series of modules, 
each of which performs a different task, then passes 
its output to the next module. The model exists in 
three types, depending on the number of parameters 
(3, 30, 175 billion parameters).

The order in which the modules [16] are called 
depends on the context in which the dialogue takes 
place. The system forms a solution depending on 
the context of the dialogue by accessing both its own 
long-term memory and by forming Internet queries. 
In case memory and web searches are not required, 
the data will be retrieved from the current dialogue. 
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The response is generated from this data, and the 
modules responsible for simulating empathy and per-
sonality in the dialogue are also involved at this stage. 
A complete list of modules and their detailed descrip-
tion can be found in the BlenderBot developers’ tech-
nical report [16]. By using many modules and adjust-
ing the order in which they are invoked, the system 
can, while maintaining a long dialogue, update its 
user data and have a dialogue on several different top-
ics, switching between them, depending on the con-
text of the user’s last message.

Considering BlenderBot in the context of our task, 
we can note the successful implementation in the 
model of a long-term memory system and a system for 
deciding whether to search a database of previous dia-
logues or the Internet. However, data about previous 
dialogues are stored in memory only as a set of facts 
(e.g., “User 1 likes dogs”, “User 2 lives in country A”), 
have no semantic connection with each other and are 
tied to a specific user. Thus, most of the context of pre-
vious dialogues is lost. Also, the system cannot repro-
duce its own steps in solving a particular problem. 

Thus, we have considered two popular language 
models, one of which is intended for solving arbitrary 
tasks, and the other for maintaining a long and com-
plex dialogue. It should be noted that both of these 
models do not show the user explicitly how the solu-
tion was obtained and do not justify or argue this 
solution in any way. 

We next consider examples of systems designed 
for narrower applications, but with a more structured 
approach to constructing argumentative dialogue.

2.3. A system of argumentative 
 dialogue based on argumentative 

 structures

The system presented in [17] has been designed 
to lead a discussion between the user and the system 
on various topics. It is a text-based system (although 

voice interface is also supported), analyses the user’s 
messages, extracts argumentation premises from them 
[17], and generates arguments based on them. Pro-
grammatically, the system is implemented as a set of 
modules combined using Apache ActiveMQ.

The user’s phrase is converted into a “dialogue 
action”. The authors consider four types of dialogue 
actions: assertion, question, concession and retreat. A 
logistic regression-based classifier is used to recognize 
these actions. It then searches for a suitable argumen-
tation node in the argumentation graph based on the 
cosine similarity between sentence vectors (and the 
similarity is considered between averaging the value of 
the node and the user’s phrase). The extracted argu-
mentation is processed with respect to the subject 
domain and the next argument is generated. 

Note an important feature of this system: it is able 
to evaluate the user’s actions, in particular, whether he 
continues his thought, is about to start speaking or is 
about to finish. This serves as additional information 
when generating an answer and its justification.

The argument base is populated using the automatic 
argument extraction techniques developed in [18]. At 
the time of publication of the paper [17], the system 
was capable of understanding five discussion topics and 
supporting up to 2000 argumentation nodes for each of 
them. However, there is no way to dynamically add new 
data to the argumentation structure as the dialogue pro-
gresses, so a natural question arises: how will the system 
react to new information that is not in its data. 

2.4. Argumentation systems  
based on communication  

discourse trees

According to speech structure theory, any coherent 
discourse can be described by a single discourse tree, 
described as a tree structure using speech act theory 
[30]. Each paragraph of text (or the whole text) is 
converted into a tree through linking sentences using 
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speech acts (e.g., “Justification”), with the leaves of 
the tree containing the sentences themselves. In this 
way, an argumentation tree is constructed from which 
it is possible to determine the presence of argumenta-
tion in a paragraph/text. In addition, this approach 
preserves the context of the argumentation, without 
which even a human expert would not be able to ana-
lyze the presence of argumentation. 

It is important to note that in [30] it is the fact of 
argumentation, not its semantic part and/or persua-
siveness, that is considered. Nevertheless, such an 
approach can be used for semantic analysis of argu-
mentation. 

The approach based on communicative discourse 
trees is also discussed in [31, 32]. 

2.5. A framework  
for an argumentative dialogue  
on the COVID-19 vaccination

The dialogue system [19] is designed to consult the 
user on the topic of vaccination, with maximum jus-
tification of the system recommendations. The sys-
tem is based on the construction of an argumentation 
graph, according to the approach of Chalagin and 
Hunter [20]: finding out the similarity of sentences to 
get an answer from the knowledge base. The method 
does not consider the user’s previous actions and, as 
a result, loses the context of the dialogue. The system 
tries to take into account the user’s arguments and 
construct an answer that does not contradict them 
and, at the same time, is consistent with the knowl-
edge base. 

The reasoning module of the system [20] consists 
of an argumentation graph compiled by the expert. 
The nodes of this graph represent either state argu-
ments or response arguments. Associated with each 
node is a set of natural language sentences represent-
ing possible user arguments for that node. The search 
for a matching node in the graph is performed using 

a similarity measure of the sentences. The solution 
is generated on the basis of the information provided 
by the user, and the node found should agree with 
the user’s data and prevent “dangers,” the unaccep-
table points of the solution indicated by the user (in 
the example of the article we are talking about coun-
ter-indications to vaccination). At the same time, if 
the system cannot find a “safe” solution, it will still 
issue a response to the user, but with a request for 
additional information to adjust the solution. Thus, 
each new user argument “switches on” the corre-
sponding node in the argumentation graph, and the 
links coming from this node either reinforce the cor-
responding solution options or switch them off from 
the graph.

Thus, well-known universal dialogue systems are 
good at many tasks, but they do not have mechanisms 
to explain the progress of solution construction to the 
user. In addition, their architecture does not allow 
them to quickly integrate solutions from successful 
user sessions into their knowledge bases.

On the other hand, specialized systems, in which 
reasoning is an initial requirement, mainly rely on a 
pre-prepared knowledge base compiled by an expert 
and build their solutions and arguments on its basis; 
going beyond this knowledge base leads to the con-
struction of an unreliable solution. This results in the 
inability to work with the results of previous sessions, 
since they lack a mechanism for inserting such infor-
mation into the knowledge base.

3. Four-level ontological model  
of the subject domain 

As stated above, the aim of this work is to create 
methods for an intelligent assistant (digital assistant) 
to conduct a reasoned dialogue with the user [21]. In 
the framework of our research, the development of an 
intelligent assistant [22] is based on a semantic model 
is a four-level ontological model of the subject domain 
[10, 11]. Let us describe this model in more detail. 
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The first level of the ontological model is ontolo-
gies:

1. Ontology of the subject domain of the goods 
(devices) under consideration is a set of concepts 
describing: types of devices; structure and charac-
teristics of devices; functionality of devices.

2. User ontology is a set of concepts describing: goals 
and intentions; interests, desires, needs; types 
(classes) of tasks to be solved. 

3. Dialogue ontology is a set of concepts describing: 
argumentation (arguments, counterarguments, 
etc.); emotional evaluations of users, their satis-
faction or dissatisfaction; success of a given dia-
logue (purchase of goods by the user, continuation 
of communication and other goods or termination 
of dialogue by the user, unwillingness to continue it 
further). 

By ontology we mean knowledge only about the 
meaning of concepts, i.e., analytical statements [23–
25] that do not contain information about the state of 
the real world. 

The second level of the ontological model is general 
(universal) knowledge. These are synthetic statements 
[23, 26], knowledge about the real world: 

1. Subject matter theory is properties of specific 
goods, their characteristics, functionality, etc.

2. Knowledge about types of users, their classifica-
tion (by income level, social status, educational 
level), classes of tasks solved by users, hierarchy of 
tasks, methods of reducing tasks to subtasks and the 
possibility of solving the same tasks with different 
devices. 

3. Knowledge of methods of dialogues with users – 
area methods of argumentation, justification of 
specific proposals to the user; methods of identi-
fying the goals and needs of users, tasks solved by 
them; methods of determining the emotional state 
and emotional assessments of users.

The third level of the ontological model, the most 
important within the framework of this paper, is the 
level of domain cases. These are:

1. Product and device cases are specific devices, com-
ponents, accessories, device sets, price and availa-
bility of products in shops, etc.

2. User cases are those users with whom the intelligent 
assistant has already had dialogues, together with 
their properties and characteristics; knowledge 
about the users, their goals, intentions, interests, 
needs, the tasks they solve.

3. User dialogue cases, hierarchically structured: 
dialogue with a single user; all dialogues with a 
given user; dialogues with classes of users.

The fourth level of the ontological model is evalua-
tive and probabilistic knowledge. They are generated 
by analyzing the domain cases contained in the third 
level of the ontological model. These include:

 ♦ the likelihood that a user with certain character-
istics and needs will want to purchase the device;

 ♦ the probability that a user who has (bought) device 
A will want to buy device B; 

 ♦ evaluation of similarity of domain cases: devices, 
device parameters, users and dialogues with them.

Based on this four-level semantic model, we develop 
a precedence-based approach to construct a reasoned 
dialogue between an intelligent assistant and a user. 

The neural network algorithms that are actively used 
now, due to their structure, are limited in using recent 
cases in their model; only when training the next ver-
sion can this data be included in the training sample. 

The use of the case approach solves this problem: 
we can add new precedents “on the fly,” while the 
system is running. The use of the precedent approach 
also makes the dialogue system capable of arguing 
its own conclusions, justifying the choice of goods 
offered to the user. 
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The case approach relies on a set of case examples 
from past user sessions. For certain subject domains, 
it allows for building solutions from existing data by 
applying some transformations to it, changing the 
structure of the case-solution according to the user’s 
task (such transformations, in particular, are realized 
by means of ontological homomorphisms of partial 
models, which will be described in detail below). 

When implementing the case approach, a number 
of problems arise. First, precedents should be struc-
tured, and not as a relational table with a set of col-
umns. This way of organization will make the search 
for a suitable precedent weakly related to the semantic 
content of the precedent. Secondly, it is necessary to 
evaluate the degree of similarity of precedents, both 
for finding a suitable “starting point” and for convert-
ing a precedent into a final decision. Thirdly, the sys-
tem should be able to transform precedents according 
to the user’s requirements. 

The solution to these problems is to organize prec-
edents into a semantic graph, where the links between 
precedents will reflect their similarities, showing the 
degree of similarity in one or another property of the 
precedent. This solves the problem of semantic search. 
We need to traverse the precedent graph following the 
desired semantic links. In this case, the distance of 
two nodes from each other will explicitly reflect the 
degree of similarity of the corresponding precedents. 
The process of precedent transformation can be con-
sidered as a transformation of partial models formally 
describing these precedents by means of ontological 
homomorphisms, extensions and contractions of par-
tial models. In this case, the properties and param-
eters of the original precedent will be transformed not 
necessarily into the same concepts, but into ontologi-
cally similar ones. Isomorphic embedding is also pos-
sible: expansion of the original precedent, as well as 
contraction of the precedent, removal of unnecessary 
elements of the model.

Thus, we implement a software system that per-
forms solution search based on semantic similarity of 
precedents with an explainable solution search mech-
anism.

4. A theoretical and modelling  
approach to the design  

of an intelligent assistant

It is important to note that most of the precedents 
we consider, both product precedents and user prec-
edents, contain only a part of all the information 
about the user or device. Therefore, within the model-
theoretic approach, precedents should be formally 
described by partial models rather than by ordinary 
models (algebraic systems). 

Definition. Consider a signature σ = P1, ..., Pm, c1, 
..., cl  in which P1, ..., Pm are predicate symbols and   
c1, ..., cl  are symbols of constants. Consider a tuple  
  p =  A, P1, ..., Pm, c1, ..., cl  and let for each n  
m value n-ary predicate Pi  on p is defined as a pair 

 where  and .  
Let us call  p a partial model in the signature σ. 
Let us assume that for elements a1, ..., an  |  p| if  
(a1, ..., an)  , then it is fulfilled  p  Pi (a1, ..., an), if 
(a1, ..., an)  , then  it is fulfilled  p   Pi (a1, ..., an), 
and if (a1, ..., an)  ( ), then the value of the 
predicate Pi (a1, ..., an) on the partial model  p is  
undefined. 

The class of partial signature models σ denote by 
K p(σ).

We use ontological homomorphisms to transform 
partial models that formalize precedents. In this 
paper, we consider three types of ontological homo-
morphisms that are most important for this presenta-
tion; to illustrate, we take the example of a device like 
a laptop. These are generalization homomorphisms 
(in the partial model, the presence of a USB A con-
nector in the laptop is replaced by just the presence 
of a USB connector), ref inement homomorphisms (the 
presence of a USB connector in the laptop is replaced 
by the presence of USB A) and similarity homomor-
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phisms (the presence of a USB A connector is replaced 
by the presence of a USB C connector). 

Let us give strict definitions of ontological homo-
morphisms. For this purpose, let us consider onto-
logical relations: on the set of key concepts of the 
ontology of the subject domain of the goods (devices) 
under consideration is signature predicates σ. We 
introduce two two-place relations: the general-
private relation Hyp(Q, P) and similarity relation  
Sim(P, Q). The relation Hyp is a partial order, and the 
relation Sim is reflexive and symmetric (but not nec-
essarily transitive).

Definition. Consider partial models  p  K p(σ1)  
and   p  K p(σ2) let P n  σ1, Q n  σ2, σ1\{P n}  σ2 and it  
is fulfilled Sim(P, Q). Mapping h:|  p |  |  p | let us 
call the ontological homomorphism of the similar-
ity of the partial model  p into a partial model  p  
(h:  p    p  ) if for any c  σ1 and a1, ..., an  |  p| is ful-
filled: 

(a) if  p  P (a1, ..., an) then  p  Q(h(a1), ..., h(an));

(b) if  p   P (a1, ..., an) then   p   Q(h(a1), ..., h(an)); 

(c) .

The truth and falsity of the other predicates from 
the σ1 are preserved.

Definition. Consider partial models  p  K p(σ1) 
and  p  K p(σ2), σ1\{P n}  σ2 let P n  σ1, Q n  σ2,  
σ1\{P n}  σ2 and it is fulfilled Hyp(Q, P). Mapping  
h:|  p |  |  p | let us call the ontological homomor-
phism of the generalization of the partial model  p  
into a partial model  p(h:  p    p  ) if for any c  σ1  
and a1, ..., an  |  p| is fulfilled: 

(a) if   p  P (a1, ..., an) then  p  Q(h(a1), ..., h(an));

(b) . 

The truth and falsity of the other predicates from 
the σ1 are preserved.

Definition. Consider partial models  p  K p(σ1) and 
 p  K p(σ2) let  n  σ1, Q n  σ2, σ1\{P n}  σ2 and it is ful-

filled Hyp(Q, P). Mapping h:|  p |  |  p | let us call the 

ontological homomorphism of the ref inement of the 
partial model  p into the partial model   p (h:  p    p  )  
if for any c  σ1 and a1, ..., an  |  

p| is fulfilled: 

(a) if  p   P (a1, ..., an), then  p   Q(h(a1), ..., h(an)) ;

(b) . 

The truth and falsity of the other predicates from 
the σ1 are preserved.

The single or multiple use of ontological homo-
morphisms allows the intelligent assistant to auto-
matically switch from descriptions of some devices to 
descriptions of other devices that are similar to a cer-
tain extent. For example, a user wants to buy a certain 
device with certain characteristics, but the required 
device is not available (or its price does not suit the 
user). Then the intelligent assistant automatically 
finds another device, whose partial model is ontologi-
cally homomorphic to the model of the original one, 
but which is available for sale, and offers this device to 
the user. The product (or several products) closest to 
the required one is automatically searched. 

When suggesting devices to the user, the intelligent 
assistant also provides an explanation of why their 
difference from the user’s desired one is not essen-
tial from the point of view of the tasks to be solved 
by the user. Such natural language explanations are 
either pre-defined in the semantic model, when 
determining the ontological similarity of concepts, or 
extracted from natural language texts in the process of 
dialogue (in particular, from product descriptions on 
the websites of manufacturers and shops, from cus-
tomer reviews, etc.). [27, 28]). 

This process continues iteratively until a device sat-
isfactory to the user is found: the user indicates what 
he does not like, and the intelligent assistant selects 
a new variant. In this way, a reasoning graph is con-
structed whose vertices contain partial models cor-
responding to the devices, and transitions are made 
using ontological homomorphisms. 
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Here it is important to note that by precedents we 
mean all kinds of objects, subjects and situations with 
which the intelligent assistant works. The precedents 
are both objects of the subject domain, users them-
selves, and dialogues with users, the results of the 
previous session of the software system: artifacts of 
interaction between the intelligent assistant and the 
user. As an example, let us consider a hierarchy of 
structured precedents: objects of the subject domain 
related to the satisfaction of user needs:

1. A subject matter object, a commodity that a user 
needs (e.g., a computer or smartphone). 

2. Subject matter object + user needs (as identified 
by the intelligent assistant in the dialogue pro-
cess). 

3. Subject matter object + user needs + class of tasks 
to be solved by the user. We extend the precedent 
by adding the tasks that the user needs to solve. 
It is important to note that the properties of the 
subject matter object (e.g., the functionality of the 
device) are clearly defined in the knowledge base 
and are independent of the user’s perception. On 
the other hand, the tasks that the user intends to 
solve with a given device depend on the user’s ulti-
mate goals, desires and needs. The class of tasks to 
be solved is determined by the user. Having data 
about the user’s needs and the tasks to be solved 
by the user, we construct a precedent as a triple: 
<partial model describing the device; user’s needs; 
set (class) of tasks to be solved by the user>. 

This way of representing precedents facilitates 
combining objective information about goods with 
subjective information about the user obtained by the 
intelligent assistant in the process of dialogue. Recall 
that precedents are represented at the third level of 
the ontological model of the subject domain.

The construction of a solution is the selection of 
goods required by the user and involves the compari-

son of both objects of the subject domain (goods, 
devices) and structured precedents described above. 
For this purpose, the apparatus of metrics is used. 
This will allow comparison of objects and precedents 
during the work of the intelligent assistant. In par-
ticular, a semantic graph of precedents with a pre-
calculated (or set by an expert) measure of similar-
ity (likeness) of precedents is used. Knowledge about 
similarity measures of precedents belongs to the 
fourth level of the ontological model of the subject 
domain. On the basis of this knowledge, in particular, 
the similarity relation is specified The similarity rela-
tion discussed above is in the definition of ontological 
homomorphisms. 

When selecting products, user priorities are calcu-
lated based on two parameters: firstly, properties and 
functionality of devices and, secondly, user’s needs 
and desires, class of tasks to be solved, that is, objec-
tive and subjective parameters. Focusing on these two 
types of parameters, we calculate the similarity of 
different precedents, including the objects of a given 
subject domain. 

5. Software implementation  
of the dialogue system

The developed software system [22] is a set of five 
blocks (modules) that provide various stages of the 
system operation. The technical implementation is a 
MVC application on Java Spring, with REST interface.

Block 1 is responsible for performing user input and 
formalizing it through a speech action search mecha-
nism [29], correcting the user model and detecting user 
intentions.

Block 2 is responsible for analyzing the input 
received, and generating system messages to request 
further information from the user. 

Block 3 is responsible for searching for the required 
product, a precedent of the subject domain. It checks 
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whether the partial model of the required product, 
built as a result of the dialogue with the user, is a sub-
model of the model of some precedent of the subject 
domain (i.e., the product available). The input of the 
block is the user’s needs formulated and checked for 
consistency. Then, with the help of ontological homo-
morphisms realized on the basis of the similarity func-
tion of two partial models, the precedent most similar 
to the desired user is searched for. 

If a precedent is found, this solution will be pro-
posed to the user; the natural language description 
of the found precedent will be used as a justification 
(argument). 

Block 4 is responsible for analyzing the user’s reac-
tion. The main function of the block is to clarify the 
user’s requirements. If there are new data in the user’s 
response, they are formalized using the mechanisms of 
blocks 1 and 2 and block 3 is started again. Thus, the 
solution search process is iterative. 

Block 5 is responsible for the final generation of the 
decision and its justification (reasoning). The user is 
offered a product that fully meets his requirements iden-
tified in the dialogue process. A set of goods that meet 
the requirements but differ in price or characteristics 
that are not important for the user can also be presented. 

Conclusion

This article develops methods of creating intelli-
gent assistants. Intelligent assistants can be used to 
help users choose products as recommendation sys-
tems in call centers to solve various customer prob-
lems, to solve technical support tasks, to help people 
with disabilities. In this paper, first of all, we con-
sider intelligent assistants designed to help the user 
to select goods. 

To create intelligent assistants, we develop meth-
ods for reasoned dialogue with the user. For this 
purpose, we develop methods for automated con-
struction of reasoning and argumentation. The for-
malization of reasoning and argumentation is done 
using partial models, homomorphisms and ontologi-
cal homomorphisms of partial models. Ontological 
homomorphisms of the similarity of partial models 
formally describe the similarity of precedents, which 
serves as a mathematical basis for the construction of 
reasoning based on precedents. 

The proposed architecture of the software system 
implements methods of dialogue with the use of prec-
edents, replenishment of the database of precedents 
after each session of work, their organization in the 
form of a semantic network. Such an approach allows 
us to achieve transparency of the system operation, 
to increase flexibility of solution selection due to the 
analysis of semantic content of phrases entered by the 
user (with the help of atomic models), all of which 
distinguishes the system from the existing analogues.

Further development of the system is possible in 
the direction of improving the algorithm of precedent 
search in the semantic network, with the introduc-
tion of more links between precedents to increase 
the detail of the search, as well as the development of 
methods for determining the similarity and likeness 
of precedents. 
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Abstract

Currently the portrayal of the procedure for developing management actions during the planning 
process in the scientific and professional community does not align with the practice of systematic 
and consistent plan creation supported by an informational analytical system. Alternatively, the non-
formalized decision-making activity of the planner, which involves a situational expert approach, 
becomes a dependency in the planning process. This study is aimed at developing an analytical approach 
for implementing the plan reconciliation procedure in the process of corporate performance planning. 
This will increase the utilization of capabilities of the corporate performance management system 
and formalize the task of generating managerial actions by adjusting targeted budgeting values using 
mathematical methods. For this purpose, the standard planning process is enhanced by analytical support 
units, including the algorithm of inverse calculations of individual key performance indicators (KPI) and 
an advanced module for scenario modeling. The improved model of target budgeting process presented 
here delivers automated formation of management actions of the budgeting department and subdivision 
management, guided towards accomplishing strategic goals. The application of inverse calculations 
provides a mathematical formulation of the task of calculating indicators of planned key values, and the 
Sense and Respond (SaR) system allows you to supplement the mathematical formulation with weighting 
coefficients of key performance indicators calculated algorithmically, relying on the manager’s decisions 
rather than expert evaluation. The implementation of the approach we developed will improve the quality 
of planning by the highest priority criteria of operability, accuracy and adaptability due to the consistency 
and methodology of budgeting with the use of modern information technology.
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Introduction

The present-day economy is distinguished by 
shifts in economic and social models trig-
gered by various crisis phenomena. This has 

led to greater emphasis on performance measure-
ment, not only throughout the entire economy but 
also within individual companies and their structural 
units [1]. This factor stimulated the active development 
and gradual implementation of corporate performance 
measurement and management (CPM) systems, which 
are grounded in a systematic approach and perspec-
tive to ensure veracity in the measurement of economic 
phenomena.

Along the course of CPM systems’ progression and 
utilization various challenges are encountered which 
hinder achievement of sustainable development and 
a competitive edge. In modern realities, a company’s 
competitiveness is reliant on the high quality of its eco-
nomic activity planning, which is assessed using vari-
ous criteria, primarily accuracy, operability and adapt-
ability. Achieving high scores in these criteria depends 
on the tools development (systems and rules) and 
management technology (models and methods). Man-
agement methods at the corporate level are crucial to 
the success of an organization, since they determine 
the organization’s strategy and provide for its imple-
mentation [2].

The implementation and creation of CPM systems 
by companies are proving to be significantly challeng-
ing in terms of building and developing effective man-
agement tools and technology in the process of target 
realization. Development of management actions is 
generally a process of non-formalized activity of the 
manager based on an expert approach. At the same 

time, the methods and procedures employed by com-
panies do not facilitate the systematic and methodical 
establishment of planned key indicators correspond-
ing to the requirements of a unified strategic goal for 
all of the company’s structural units. One reason for 
these issues is insufficient comprehension that trans-
lating corporate strategy into budget planning requires 
a distinct mathematical foundation for the company’s 
performance management. The issue at hand has been 
pertinent in recent decades, as evidenced in studies 
by both national and international authors: Bourne, 
Maryška, Doucek, Zhang, Mari, Kitova, Bruskin, 
Odintsov, Nikishova [1, 3–9].

This paper presents an analytical approach to 
improving the standard budgeting process by designing 
and executing the inverse calculation algorithm. This 
algorithm facilitates the formalization and automation 
of the procedure of producing management actions on 
partially planned indicators. Additionally, the “Actual–
Forecast” module broadens the scenario modeling 
capabilities. Therefore, the proposed approach stream-
lines the budgeting process and increases the organiza-
tion’s overall efficiency.

The proposed algorithm of inverse calculations 
performs the calculation of planned key indicators 
considering their priority on the basis of a manager’s 
decisions. The algorithm utilizes both the theory of 
inverse calculations and the SaR methodology. The 
method of inverse calculations provides the mathe-
matical formulation for calculating planned key value 
indicators, and the SaR system supplements it with 
weight coefficients of key primary performance indi-
cators. These coefficients are calculated algorithmi-
cally based on manager’s decisions, rather than expert 
evaluation.
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programming
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The scenario modeling module allows for planning 
and economic management in parallel with the main 
budgeting process to develop management actions 
based on actual data from financial responsibility 
centers (FRC) and planned key indicators calculated 
using the algorithm of inverse calculations and SaR, 
forming budgeting scenarios as a result.

The advantages of the proposed approach are in 
improving the quality of the planning process across 
all critical quality criteria, including operability, 
accuracy and adaptability. Operational efficiency is 
achieved by reducing the time and labor costs of the 
planning and economic department (PED) to execute 
the procedure of managerial actions development. 
Moreover, the number of adjustments of planned 
budget calculations by the company’s subdivisions 
is reduced. Increased planning accuracy is provided 
by methodical and systematic realization of the pro-
cess, which assumes interaction of the developed ana-
lytical blocks, contributing to effective coordination 
of strategic goals and actions for their achievement. 
Adaptability of planning is increased by reducing the 
time for data adjustments for new planning steps and 
increasing the speed of system adaptation to observed 
changes in the external environment, since the algo-
rithm includes the condition of approximating the 
behavior of the decision maker.

1. The concept of corporate  
performance management

The concept of corporate performance manage-
ment comprises information technologies and tools, 
management methods and processes, as well as 
human resources, and implies periodic measurement 
and analysis of key indicators to achieve specific goals 
[6]. The performance measurement system, accord-
ing to the authors of the fundamental studies in this 
area, is a set of indicators used to quantitatively assess 
both internal (efficiency) and external performance 
(effectiveness) [10, 11].

The literature on corporate performance meas-
urement describes a wide range of approaches to 
designing performance measurement systems that are 

categorized based on various factors. According to 
Bourne [3], two dimensions can be used: the under-
lying measurement procedure (needs indicators [12, 
13], audit indicators [14], model indicators [15]) and 
the underlying approach in the perspective of the pro-
cess manager’s role (consultant’s guide [16], facilita-
tor’s guide [11]).

Based on the concept of target management, key 
performance indicators can be categorized into three 
types [8]. Primary indicators designed to measure the 
costs and resource requirements necessary to achieve 
the set goals – they are stored in the accounting data-
base. Integrated indicators intended to assess the effi-
ciency of individual areas of the company’s activities –  
they are calculated indicators. Complex indicators 
meant to measure the performance of the whole com-
pany and the level of achievement of strategic goals – 
they are derived indicators.

Target management comprises three levels: strate-
gic, tactical, and operational. The strategic level cor-
responds to strategic planning carried out by manag-
ers, which determines the long-term (more than 3 
years) direction of company development. This paper 
specifically focuses on the planning and economic 
department (or budgeting department), responsible 
for target budgeting. Target budgeting involves creat-
ing a budget aimed at achieving operational planning 
goals, which are defined by the values of key perfor-
mance indicators from the company’s strategic map. 
The budget serves as a tactical plan with a one-year 
horizon that reflects the outcomes of operational, 
investment and other activities carried out by the 
company [17].

Business performance management technology is 
a sequence with a closed cycle that includes at least 
four basic blocks, namely modeling, planning, moni-
toring, and analysis [18].

The modeling block operates outside of the gen-
eral management cycle, since it is executed incremen-
tally, contingent upon the pace of the organization’s 
advancement and level of adaptation to the external 
environment. This block includes formulating a stra-
tegic map, building goal trees, setting key indicators 
and modeling business processes. 
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The planning block is enlarged and in the interpre-
tations of various authors is often divided into several 
blocks [18]. Thus, according to Odintsov [8], the two 
stages that follow modeling are forecasting of key per-
formance indicators and calculation of planned values 
of key performance indicators. 

The planning block for key performance indicators 
is the most vital element of business performance man-
agement technology because it systematically provides 
target values of key performance indicators to the PED 
and other structural units for coordination of fore-
casts and formation of the final approved plan for the 
future period. This block encompasses actual–forecast 
analysis and calculation of forecast values of indica-
tors during a rolling reporting period. Achievement of 
the operational goal specified by management for the 
subsequent period depends on the values of indicators 
obtained at this stage. 

The remaining two components of the business per-
formance management concept, namely monitoring 
and analysis, involve operational control of the com-
pany’s financial and economic condition and compre-
hensive diagnostics of its indicators, correspondingly. 

2. Research problem

As a basis for forming assumptions to improve 
the methodological basis of corporate performance 
management, we considered a typical solution of the 
closed-cycle corporate performance management sys-
tem, which is common in many domestic and interna-
tional companies. Its example demonstrates the bot-
tlenecks of the algorithm, the solution of which is the 
focus of this study (Fig. 1).

The diagram illustrates the stages of the typical pro-
cess of financial planning and forecasting the compa-

Fig. 1. Scheme of improvement of a typical planning process.
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ny’s sales performance. It incorporates blocks of ana-
lytical approach to determining forecast adjustments 
and harmonization of planning budgets (highlighted 
by dashed lines in the scheme). 

In the depiction of the typical process of financial 
planning and forecasting of the company’s perfor-
mance presented here, several obstacles were observed. 
These “bottlenecks” curtail the potential systemic 
effects of impact on the process quality when using 
information system capabilities and analytical meth-
ods. Among all possible limitations of the model exam-
ined, the following have been identified as the target 
ones for this research:
1) use of expert assessments both at the stage of plan-

ning formation of indicators and at the stage of 
coordination and formation of the approved plan-
ning budget;

2) from the first point follows the lack of mathematical 
formalization of decision-making tasks regarding 
management actions on target indicators by adjust-
ing partial indicators;

3) lack of flexibility in terms of analysis of forecasts 
of responsible persons at the stage of the approved 
planning budget formation, since scenario analysis 
does not provide sufficient opportunities for aggre-
gation of various estimates, visions and forecasts for 
different sales directions, commodity nomencla-
tures.

The literature indicates that improving the quality 
of a typical process as a whole should be accomplished 
through information analytics support in each process 
zone, ensuring the orchestration of evolving informa-
tion analytics methods while harmonizing corporate 
performance management with business process man-
agement [2, 19–21].

Systemic quality improvement in each zone of the 
process is achieved through various factors. Accord-
ing to Bruskin [7], the combined use of trend, infor-
mation and scenario methods of predictive modeling 
can improve the quality of the planning process. In the 
planning zone – through the preparation of sales sta-
tistics based on actuals and recalculation of planned 
indicators by the incremental method, considering the 

adjustment of the rolling trend by expert evaluation. 
In the forecasting zone – through scenario analysis by 
using OLAP tools. The paper by Kitova [6] presents 
an attempt to overcome subjectivity and formalize the 
procedure of selecting multiple options for the com-
pany’s strategic development according to various fac-
tors (KPIs, strategic initiatives, investment allocation) 
by developing a target planning model and an algo-
rithm for selecting the optimal solution. The algorithm 
for selecting alternatives involves analyzing the share-
holder value of the company and comparative assess-
ment using the method of hierarchy analysis. In her 
work [9], Nikishova describes the use of artificial intel-
ligence technologies to overcome information asym-
metry in decision-making by the board of directors. 
Although the results are aimed at the strategic level of 
management, their study is useful for the implementa-
tion of decisions at the tactical level, because the author 
offers an approach of analytical support of the process 
of developing management actions performed in par-
allel with the main process, not replacing the decisive 
role of the board of directors. The applicability of the 
concept of inverse calculations in the task of corporate 
performance management was considered by Odintsov 
[8]. At the same time, the determination of the weights 
of partial indicators forming the integral key indicator 
in the author’s work is carried out by means of expert 
methods.

The papers of some international authors are 
directed at improving the quality of the planning pro-
cess, primarily its operability, by developing complex 
models and systems that combine business and techni-
cal aspects of the process. Thus, Maryška and Doucek 
[1] describe the REMONA model, the advantages of 
which are a reference model of CPM and BI design, 
definition of methodologies and models accompanying 
the system, definition of a system of indicators, meas-
urements, implementation of the solution in the com-
pany. Prilianti and Hikmat [22] developed a platform 
called the Integrated performance management system 
(IPMS), which can translate the company’s vision to a 
lower level of management, improving the company’s 
performance by identifying the relationships between 
variables, evaluation methods and improvement pri-
orities.
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In addition, examples of analytical support for the 
planning process using artificial intelligence have 
been presented in international literature. Zhang [4] 
in his paper applied principal component analysis and 
artificial neural network analysis to build the RMT-
BP model for predicting the performance indicators 
of companies. Various financial and non-financial 
indicators characterizing the performance of com-
panies are used as input parameters, and the corre-
sponding weights of indicators are determined by the 
hierarchy analysis method. Mari et al. [5] show how 
key indicators can be efficiently determined using 
linear constraints, and then how managerial actions 
can be computed using mathematical programming 
methods.

Despite the significant advancement in research on 
CPM technologies and their supporting techniques, 
the literature still has open niches to explore and 
improve the planning process. The cases of artificial 
intelligence used in the planning process discussed 
in the literature are based on a “black box” model, 
which limits their applicability to business problems 
that require transparency, clarity and controllability 
by management decision makers. The usefulness of 
machine learning depends on many factors that have 
not been sufficiently studied yet, such as the type of 
problem, the stage of decision-making and the tech-
nology used [23]. At the same time, the fragmented 
consideration of different methods contradicts the 
authors’ theses of exploratory and review papers 
about the necessity to harmonize methods in their 
interaction and with the peculiarities of the manage-
ment process. As a result of analyzing scientific stud-
ies and the practical experience of companies, it can 
be concluded that scientists face the problem of cre-
ating effective approaches to the practical application 
of modern analytical methods to improve the quality 
of managerial decision-making in business.

The procedure of coordinating plans to match 
the company’s strategy with the existing opportuni-
ties, considering internal and external constraints, is 
a labor-intensive but necessary task. This procedure 
is performed through step-by-step adjustment of tar-
get values of indicators. At each stage of adjustment, 

the current values of strategic indicators are reviewed 
and analyzed by the company’s management. Fol-
lowing the results of the analysis, management deter-
mines operational goals, which are a compromise 
between the actual situation of the business unit and 
the company’s strategic plan. Operational goals serve 
as a starting point for calculating planned key perfor-
mance indicators for future periods. It is worth noting 
that this calculation is performed with consideration 
of the constraints set by the various business units 
involved in the budgeting process. For example, the 
forecasting department sets a target profitability limit 
based on the forecast, while the sales department sets 
a different limit for the indicator, given the volume of 
the company’s resources. Therefore, the sales budget 
is supplemented with the elements: target value, fore-
cast value, minimum and maximum values [24]. 
These elements are used as constraints in the inverse 
calculations of the values of planned key indicators.

Given the exceptional importance of the planning 
stage, the tasks related to the development of the the-
oretical and methodological basis for the procedure of 
plan coordination require high attention of research-
ers and practitioners. That is why this study is aimed 
at developing an analytical approach to the realiza-
tion of the procedure of plan coordination in the pro-
cess of corporate planning of indicators which will 
allow one to expand the use of CPM-system capa-
bilities and provide mathematical formalization of the 
task of developing managerial actions when adjusting 
the values of planned key indicators.

Following the results of the previous authors, this 
paper proposes to supplement the typical planning 
process with the blocks “Inverse calculations algo-
rithm and SaR,” all of which allows one to formalize 
and automate the procedure of generating manage-
rial actions on partial planning indicators, and “Sce-
nario modeling Actual–Forecast,” which provides 
extended capabilities regarding scenario modeling, 
multivariate analysis and modeling of PED plans in 
parallel with the main budgeting model. 

The advantages of the proposed approach consist 
in improving the quality of the planning process by all 
priority quality criteria: operability, accuracy, adapt-
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ability. Operational efficiency is achieved by reducing 
the time and labor costs of the PED to execute the 
procedure of generating management actions, since 
the manager in this case has support in the form of 
a calculation algorithm, advanced tools of computer 
modeling of plans. Furthermore, the number of sub-
sequent adjustments of planned values by the compa-
ny’s departments to the budget is reduced. Improving 
the accuracy of planning is achieved by methodi-
cal and systematic realization of the process, which 
implies interaction of the developed analytical blocks 
contributing to the effective coordination of strategic 
goals and actions to achieve them. The adaptability 
of planning is increased by reducing the time for data 
adjustments for new planning steps and increasing 
the speed of adaptation of the system to the observed 
changes in the external environment, since the algo-
rithm includes the condition of approximating the 
behavior of the decision maker.

3. Budgeting process model

3.1. Development  
of the target management toolkit

Using the methods and tools of business process 
modeling, diagrams reflecting the essence of the pro-
posed approach have been constructed. The diagrams 
below describe the process of so-called goal realiza-
tion, which involves the development of a toolkit (sys-
tem of goals and indicators, procedures for forming 
prescriptions, rules for adjusting indicators) and tech-
nology (chain of procedures and operations) of target 
management. 

The first diagram (Fig. 2) shows the key changes in 
the proposed modification of the budgeting process 
model relative to the typical solution, which consist in 
the application of SaR methodology and the theory of 
inverse calculations to formalize and automate the pro-
cedure of managerial decision-making in the budget-
ing process. 

The stage of the process preceding the algorithm of 
calculations in the model is the construction of hierar-
chical structures of goals. Work on the formation of the 
“goals-indicators” system is performed on the side of 

business analysts. Based on planning practice, the con-
struction of goal structures covering various aspects of 
the company’s activities and subsequent reproduc-
tion of their indicators require the use of more general 
structures (network structures) that do not have the 
property of strict node hierarchy. Nevertheless, such 
structures are of limited use for formal processing, 
since they generate significant difficulties and ambigu-
ity in the interpretation of the results. Therefore, in the 
absence of explicit restrictions, the network structures 
of “goals-indicators” are transformed into hierarchi-
cal structures. The procedure of formal processing of 
the hierarchical structure is supported by the software 
tools of the CPM-system, where indicator measure-
ments are presented in the form of hierarchies.

The first step in the algorithm of formal processing 
of indicators is the scaling of measurement results. Dif-
ferences in the measurement scales of individual partial 
indicators that determine the level of target indicators’ 
achievability impose restrictions on their joint process-
ing. Thus, the model solves the problem of converting 
individual indicators to a single measurement scale and 
forming a general integral indicator. 

The scaling procedure includes preliminary nor-
malization of initial data and calculation of individual 
weights of partial indicators. Initial data are transferred 
from the database of the information system, and the 
results of calculations are stored in a separate data 
warehouse linked to the SaR system.

3.2. The mathematical background  
of inverse calculations and SaR

At the initial stage of calculations, the values of 
jointly processed partial indicators are normalized to a 
unified measurement scale to obtain the target dimen-
sionless integral indicator. The range from 0 to 1 inclu-
sively is taken as the normalization interval to simplify 
data processing. For calculation of the integral indi-
cator, an additive form of convolution is used, which 
is the sum of weighted values of unidirectional partial 
indicators. Normalization of the values of partial indi-
cators to a unified scale is carried out by the method of 
linear data normalization.
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The values of partial indicators in the calculation of 
the integral indicator should be unidirectional: either 
increasing or decreasing. In addition, the values of a 
certain partial indicator should uniformly fill the inter-
val defined by the empirical range of its values. If the 
data contain outliers, normalization is carried out 
using calculations of the mean and variance.

According to the approach, each partial indicator 
is described by a real number hi(x, u)  [0, 1], defin-
ing the value of action u in state x. The array of num-
bers h(x, u) can consist of q possible indicators, so that  
h(x, u) = [h1(x, u), ..., hq(x, u)]. The labeled array 

induces only a partial order on the control actions in 
the case of multiple indicators. The total order is asso-
ciated with the partial order through the manager’s 
actions. This is equal to associating the weights of the 
relative importance of the indicators.

The next step is to reevaluate the weights of partial 
indicators in the calculation of the integral target indi-
cator. Since the process of calculating the weights is 
assumed to be cyclic and continuous, at this step the 
decisions made in the previous cycle are considered, 
and at the zero point the system uses predetermined 
values of weights with uniform distribution. Thus, in 

Fig. 2. Scheme of operation of the inverse calculations algorithm and SaR.
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case of rejection of the management actions proposed 
by SaR, the system revises the weights of partial indica-
tors based on the management actions actually chosen 
by the manager. Then, using these values, the system 
calculates new weights to be applied in new iteration 
(t + 1).

Beginning at iteration t a sliding window of length 
k is defined such that t – k + 1  0. The values of the 
weights w(t + 1) depend on the values of the system 
state variable at iteration , denoted as x( ), the val-
ues of the optimal managerial actions computed by the 
system at iteration , denoted as u( ), the values of the 
managerial actions actually chosen by the manager at 
iteration , after rejecting u( ), denoted as u'( ), for 
  [t – k + 1, t] = {t – k + 1, ..., t}.

For each past iteration , the actions actually cho-
sen by the manager in iteration  (u'( )) should be pre-
ferred over the actions computed by the system (u( )), 
depending on the optimization criterion. This condi-
tion ensures that the new weights are consistent with 
the knowledge accumulated by the system during the 
sliding window. This condition is formulated mathe-
matically as follows (considered the case of maximiza-
tion of the integral indicator):

         w(t + 1)(h(x( ), u'( )) – h(x( ), u( )))   (1)

where the value of  must be small, but not zero.

An additional constraint is imposed on the differ-
ence between the new values of weights w(t + 1) and 
the values of weights at the current iteration w(t). The 
difference between these values must be minimal to 
avoid fluctuations of weights that interfere with the 
convergence of the algorithm. This condition is formu-
lated mathematically as follows:

                 (2)

The mentioned features of the process of weighting 
partial indicators can be defined in terms of linear con-
straints in the MILP problem. The optimization prob-
lem, except for the additional conditions of a certain 
integral indicator, in this case will be given the form:

                        (3)

subject to:

         

where , w(t + 1) are solving variables, 
  [t – k + 1, t], i  [1, q].

After calculating the weights of partial indicators 
which form the function of the target integral indica-
tor, there follows the phase of calculating the incre-
ments of the arguments of the function using the pro-
cedure of inverse calculations. 

The target performance indicator is specified as 
a function y = f(x1(w1), ..., xq(wq)). The function uses 
weighting coefficients (priorities) received at the previ-
ous stage; their sum is always equal to one. The target 
function and its arguments may require positive incre-
ment or negative increment depending on the target 
settings. The sign of the increment in the target func-
tion in the system of equations depends on the pattern 
of change in the function y. 

A solution method with the help of individual coef-
ficients is used as a method of inverse calculations. 
According to this method, the manager’s conditions 
for changing the values of partial performance indica-
tors are expressed by specifying additional coefficients 
(kq) when determining the required arguments of the 
target function:

                                 xq + ∆ xq = kq xq . (4)

The sign of the increment of the arguments deter-
mines the values of the individual coefficients, which 
are calculated for each argument of the function: if the 
increment is positive, the individual coefficient is mul-
tiplied by its argument (kq xq); if it is negative, the argu-
ment is divided by the individual coefficient .

The number of additional equations in the system 
depends on the number of function arguments: the 
number of function arguments q will correspond to the 
number of additional equations q – 1. Constraints on 
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the values of individual coefficients kq are set up based 
on their semantics.

Therefore, the problem of calculating increments 
of partial indicators from the known increment of the 
target indicator in the case with three arguments and 
positive increment of both the target function and the 
arguments is described by a system of equations:

                      (5)

Solving this system of equations regarding k1, k2 
and k3, it is possible to obtain the values of the incre-

PED – planning and economic management
SKU – stock keeping unit
IS – information system
Mapping – matching between the different charts of accounts

Fig. 3. Data flow diagram of the scenario modeling block “Actual–Forecast”
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ments of the target function arguments x1, x2 and x3. 
The results of the solution must satisfy the condition: 
k1, k2, k3 ≥ 1.

At the next steps of the target realization algorithm, 
the manager receives information about the calcu-
lated increments of partial indicators and decides 
either to initiate the action proposed by the system 
or to initiate another action. The decision made by 
the manager corresponds to the optimal solution at 
the current iteration and will be used by the system 
in a new iteration of calculations when updating the 
weights. Since data normalization was performed 
before the calculations, the next step of the algorithm 
involves a reverse scaling procedure using the inverse 
scale converter algorithm.

Indicators of the company’s activity are the fac-
tors which form the basis for the formation of strate-
gic indicators of the company’s activity determined 
by the management. The growth of some indicators 
can lead to the growth of strategic indicators, and 
others to their reduction. Thus, using dynamic pro-
gramming it is possible to obtain a balanced system 
of strategic indicators of the company’s develop-
ment, satisfying the requirements of management by 
changing the values of indicators of the company’s 
activity. As a result, based on the strategic indicators 
of the company’s activity, it is possible to determine 
its corporate performance as a convolution of these 
indicators.

3.3. Development  
of target management technology

The second part of the target realization process, 
the development of target management technology, 
is described in the context of information flow in the 
corporate performance management system. For this 
purpose, the data flow diagram is used, which demon-
strates data flows between individual operations of the 
specialized block of scenario modeling “Actual–Fore-
cast” included in the basic model of the company’s 
activity (Fig. 3). This block allows the PED to develop 
management actions based on real data from the FRCs 

in parallel with the main budgeting process, forming 
budget scenarios as a result.

As the starting point of the budget modeling pro-
cess for the next planning period, the PED manager’s 
actions are considered to analyze and form the budget 
scenario in the interactive reporting form “Actual–
Forecast” after entering actual and planned data for 
separate FRCs into the system. The outlined actions 
of the manager include: modeling of the nomenclature 
and relevant attributes of the products to be consid-
ered in the scenario; setting of modeling parameters – 
specifying the appropriate values of the discount rate, 
selecting the current version, specifying the matching 
between different charts of accounts to be analyzed and 
reported. 

Both as the data in the reporting form is updated 
and at the manager’s direct request (function launch), 
the rules in the corresponding multidimensional 
cubes of the system perform calculations of indicator 
values and output to the reporting form. The proce-
dure of inverse calculations to update the calculation 
rules for launching requires a decision from the man-
ager. The process of generating managerial actions 
on indicators means choosing between the values 
of adjustments suggested by the system and manual 
input of adjustments.

The output of the process produces a plan approved 
by the PED manager and is passed by the system pro-
cedures to the top level of approval – the Chief Finan-
cial Officer.

Conclusion

This paper presents an improved model of the 
target budgeting process, which enables automated 
generation of management actions of the budgeting 
department and subdivisions’ management towards 
achieving strategic goals. In contrast to the find-
ings of previous research, in addition to the parallel 
assessment of the company’s state, the generation of 
management actions using artificial intelligence and 
rolling planning, the budgeting process model in this 
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study includes a modeling block and aims to reduce 
the frequency of adjustments to operational goals that 
are set at the beginning of the planning period.

The second aspect of the theoretical contribution 
of the paper is the development of a methodological 
framework of inverse calculations in support of SaR 
methodology in the budgeting process of corporate 
performance management. The application of inverse 
calculations provides a mathematical statement of the 
problem of calculating indicators of planned key val-
ues, and the SaR system allows us to supplement the 
mathematical statement with weighting coefficients of 
primary performance indicators calculated algorith-
mically based on the manager’s decisions instead of 
expert evaluation.

Applying the proposed approach in practice allows 
us to significantly reduce the value of transaction costs 
emerging at the stage of numerous adjustments of ver-
sions formed by the FRCs and scenarios formed by the 
PED from planning imprecisions and labor costs to 
identify and correct them. In addition, the approach 
we developed ensures improvement of the real quality 

of operational planning by the highest priority criteria 
of operability, accuracy and adaptability of planning 
due to systematic and methodical budgeting with the 
involvement of modern information technologies.

The directions of further research involve the inte-
gration of the developed information model of budg-
eting in the process of determining a comprehensive 
indicator characterizing the corporate performance of 
the company using the method of dynamic program-
ming to calculate the strategic performance of the 
company based on the convolution of indicators.

Furthermore, as an area of future research on the 
problematic being studied, the design of the informa-
tion infrastructure of the corporate performance man-
agement system is addressed to improve the efficiency 
of the development of managerial actions in the imple-
mentation of the company’s strategic goals. Based on 
the methodology of Design Science Research, the 
blocks of analytical support are considered as an arti-
fact that is described by designing information-logical 
schemes and evaluated through experimental testing of 
the approach in the work environment. 
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Abstract

This paper presents a developed agent-based simulation model for the development of research-and-
production clusters in Russia implemented with the use of high-tech enterprises located in four science 
cities (Troitsk, Obninsk, Pushchino and Protvino) as the case study. A new approach to modeling and 
optimization of gross metropolitan product (GMP) is proposed, taking into account the influence of the 
“gravity effect” on the redistribution of labor resources between developing science cities and appropriate 
enterprises united in single research and research-and-production clusters An important element 
of this approach is the formation of various scenarios for the strategic development of the research-
and-production clusters being assessed and support for the possibility of choosing the most preferable 
scenario using an evolutionary optimization algorithm. An enlarged simulation model has been developed 
and implemented in AnyLogic describing the possible development trajectories of science cities with a 
corresponding change in the values   of the most important characteristics: the number of economically 
active population, the number of research-and-production enterprises, the volume of products produced 
in high-tech sectors of the economy, GMP, etc. The designed framework is intended primarily for the 
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Introduction

Currently, a very pressing problem of increas-
ing the efficiency of the public administra-
tion system is the development of research 

and production clusters using the existing human 
resource potential, including those formed on the basis 
of research institutes and research-and-production 
clusters that have experience in using own develop-
ments in the real sector of the economy.

Determining the best development scenarios for 
high-tech enterprises located in science cities, devel-
oping and implementing decision support systems 
for managing research and production clusters is the 
most important area of   business informatics aimed at 
increasing the efficiency of managing innovative devel-
opment processes.

As an example, high-tech enterprises located in sci-
ence cities united within a single conceptual model 
of innovative development will be considered. Within 
such a model, it is possible to obtain a significant syn-
ergistic effect, due, firstly, to the possibilities of staff 

cooperation, as well as the use of a common high-tech 
resource base (e.g., supercomputers, data centers, 
industrial systems for 3D printing of integrated cir-
cuits, etc.). In particular, high-tech enterprises located 
in cities such as Troitsk, Obninsk, Pushchino and 
Protvino near the Moscow agglomeration and being 
essentially neighboring enterprises can be united into 
single research-and-production clusters, in particular, 
for the production of a microelectronic element base, 
precision instrumentation products, etc. At the same 
time, it is important to ensure the balanced develop-
ment of high-tech enterprises in all small cities united 
in the respective research-and-production clusters in 
order to avoid a one-way flow of highly qualified staff 
and ensure the harmonious strategic development of 
all agent enterprises (research institutes, research-and-
production clusters, etc.) as existing ones, and those 
formed in the corresponding science cities.

Therefore, it is necessary to develop a decision sup-
port system (software framework) for managing high-
tech enterprises located in science cities and imple-
menting an innovative development strategy. Such a 

management of research-and-production clusters implementing the strategy of innovative development. 
Such a framework uses methods of system dynamics and agent-based simulation modeling supported 
in the AnyLogic system, genetic optimization algorithms and GIS mapping for science cities, etc. to 
implement the required functionality. The approbation of the framework was completed with the use of 
real data published in the approved strategies of the relevant science cities development. As a result of the 
numerical experiments carried out, some recommendations were proposed for the development of the 
research-and-production clusters under study considering their mutual influence and the existing base 
of resources.

Keywords: research-and-production cluster, high-tech enterprise, science city, production characteristics, 
simulation modeling for enterprises, gross metropolitan product, agent-based modeling, system dynamics, gravity 
effect, production function, AnyLogic
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complex uses methods of system dynamics and agent-
based simulation modeling supported in the AnyLogic 
system, genetic optimization algorithms and GIS maps 
of research-and-production clusters, etc. to implement 
the required functionality.

The first fundamental work on the study of the 
dynamics of the development of a city and its enter-
prises is the book [1], in which Forrester formulated 
the basic principles for constructing simulation models 
that describe various scenarios for the evolution of the 
urban environment, taking into account the complex 
system of existing feedbacks, lag dependencies and 
internal urban interactions, etc.

Among the recent works in this area, it is worth 
highlighting [2–4], in which system dynamics meth-
ods are used to study the possibilities of achieving sus-
tainable economic development of large cities. In par-
ticular, in [2] four scenarios of possible development 
for the city of Beijing were modeled using a system-
dynamic approach. It is shown that the dynamics of 
sustainable development of the city are implemented 
differently during three periods (from the growth of the 
city’s economy at the beginning to its slowdown and 
subsequent growth).

Among the disadvantages of using system dynam-
ics methods, one should note the difficulties of mod-
eling internal interactions, processes of redistribution 
of labor resources, difficulties with the analysis of 
spatial development of the city, etc. To overcome such 
difficulties, it is advisable to use agent-based simu-
lation modeling methods that allow modeling inter-
actions at the microscopic level, taking into account 
individual adoption systems decisions of each eco-
nomic agent [5, 6].

Among the important works in this area, [7–10] 
should be highlighted. In particular, [7] presents an 
aggregated agent-based model of migration flows of 
the European Union countries and describes the influ-
ence of the “gravity effect” on the inter-country redis-
tribution of human flows. This effect arises due to 
factors influencing the migration behavior of people, 
in particular, when there is a significant difference in 
the ratio of wages, labor market size and gross domes-
tic product (GDP) per capita between a given coun-

try (region) and neighboring countries (regions). For 
instance, relatively low wages combined with a small 
number of available jobs tend to lead to an outflow of 
the population to more favorable regions. The “grav-
ity effect” also influences internal migration between 
cities, when the population (and corresponding labor 
resources) moves from the agglomerations that are less 
developed to economically more developed ones. In [8] 
an agent-based model of population dynamics of two 
interacting communities consisting of migrants and 
natives is presented. In such a model, natives search 
for high-tech workplaces, and migrants search for low-
tech workplaces, which is also relevant for enterprises 
in science cities that actively attract external labor 
resources. Agent-based modeling can be combined 
with other methods, e.g., system dynamics, discrete 
event modeling, etc. to create digital twins of complex 
socio-economic systems [9, 10]. The developed simu-
lation models can be aggregated according to objective 
functions and constraints with evolutionary optimiza-
tion algorithms, in particular, genetic algorithms [11, 
12] to optimize the characteristics of such large-scale 
systems. Agent-based models of territorial develop-
ment of regional and urban agglomerations can aim 
at solving important environmental problems, such 
as reducing the concentration of harmful emissions 
in socially significant urban areas (e.g., near kinder-
gartens and schools) through landscaping [13], reduc-
ing emissions from industrial enterprises due to their 
environmental modernization [14], transformation of 
the urban environment [15]. To model the movement 
of human flows and labor resources in an urban envi-
ronment, it is advisable to use the phenomenological 
approach previously proposed in [16], which allows us 
to take into account various scenarios of interaction of 
various agents with each other, simulate the behavior 
of the crowd, etc. Also noteworthy are the works [17–
21] devoted to both methodological issues [17] and 
specific case studies carried out to study the possibili-
ties of developing urban architecture [19], improving 
traffic [20] and increasing returns in certain sectors of 
the urban economy [21].

Thus, the combined use of various simulation 
modeling methods, heuristic optimization algo-
rithms, etc., in particular, supported in the AnyLogic 
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system, makes it possible to design a decision support 
system for the sustainable economic development of 
research-and-production clusters and corresponding 
science cities.

The purpose of this paper is to develop economic, 
mathematical and computer tools for studying the 
dynamics of development of individual research-and-
production clusters of the Russian Federation under 
various scenario conditions within the framework 
of which the balanced development of all interact-
ing economic agents-enterprises (research institutes, 
research-and-production clusters, etc.) is ensured.

1. Simulation model 
for the development  

of research-and-production clusters

This section presents the developed simulation 
model for the development of research-and-produc-
tion clusters with implementation using the example 
of high-tech enterprises located in the science cities of 
Troitsk, Obninsk, Pushchino and Protvino. The pro-
posed agent-based model consists of several intercon-
nected levels (Fig. 1).

Top level model – the environment in which agent 
enterprises operate, belonging to different cities, 
between which flow interaction is realized, in particu-
lar, redistribution (internal migration) of the popula-
tion with a corresponding change in labor resources, 
which can be involved in the high-tech sector of the 
economy (in research institutes, SPAs and etc.) in the 
case of the formation of new jobs (Fig. 1). Such flow 
interaction is carried out due to the influence of the 
“gravitational” effect [7] caused by differences in the 
level of wages, the size of the labor market and GDP 
per capita in the corresponding science cities.

The Low level model ensures the implementation of 
the logic of behavior of agent enterprises, the charac-
teristics of which are described using system dynam-
ics methods (Fig. 1). Such internal models are systems 
of finite-difference equations with their own resource 
and target characteristics [11, 22]. At the same time, 
to determine the values of individual parameters, inte-

gration with the upper level of the simulation model is 
required. In particular, the main control parameters of 
the model, the values of which must be the same for all 
agents, are set at the environment level. At the same 
time, individual characteristics calculated at the agent 
level are used in the top-level model, for example, to 
calculate the gross metropolitan product (GMP) gen-
erated by all enterprises.

For each enterprise agent, three possible states are 
specified:

 ♦ the first state, corresponding to low economic 
growth rates and not exceeding a given lower 
threshold value, is highlighted in “red”;

 ♦ the second state, corresponding to the average 
economic growth rates, the valuesof which are in 
the interval between the lower and upper threshold 
values, is highlighted in “yellow”;

 ♦ the third state, corresponding to high rates of 
economic growth, the values of which exceed the 
upper threshold value, is highlighted as “green”.

The economic growth rate of agent enterprises (the 
dynamics of GMP) is influenced by various factors, 
among which the most important are investments 
in fixed capital, the number of jobs created, average 
monthly wages, etc. The production resources that 
enterprises already have (fixed assets, staff) are also 
important: the level of scientific and technological 
progress (STP), the ability to attract highly quali-
fied staff, etc. Within the framework of the developed 
model, a centralized allocation of resources (invest-
ments, new workplaces, etc.) is proposed with their 
subsequent distribution among enterprises of each 
science city, taking into account greater support for 
problem organizations characterized by low rates of 
economic growth. This approach is relevant, first of 
all, for state enterprises, e.g., institutes of the Rus-
sian Academy of Sciences, research institutes, as well 
as commercial organizations with significant govern-
ment participation.

Thus, the most important task of the system under 
consideration is to minimize the total number of prob-
lem (“red”) enterprises with the minimum required 
investment and operating costs.
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Fig.1. Aggregated architecture of a simulation model of research-and-production clusters.
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1.1. Model of labor  
resource redistribution

The top-level model presented in Fig. 1 ensures the 
implementation of the logic of redistribution of pop-
ulation and labor resources, taking into account the 
influence of the “gravity effect.” A similar effect was 
first described in works [23, 24] devoted to the analysis 
of human behavior under the influence of social forces. 
In particular, the decision to migrate to another city 
is influenced by multiple factors: differences in wages, 
the size of the labor market, GDP per capita, climatic 
characteristics, level of social security, etc. To a greater 
extent, the “gravitational” influence of such differenti-
ation manifests itself at the level of countries that differ 
significantly in their level and quality of life. However, 
similar factors promoting migration also apply to cit-
ies, including science cities, the features of which allow 
their residents to move while remaining employed in 
high-tech sectors of the economy.

Here,

 ♦ T = {t1, t2, ..., t|T |} is the set of moments of the model 
time (by year), |T| is the strategic planning horizon 
(10 years);

 ♦ I = {i1, i2, ..., i|I |} is the set of indices of science cities, 
|I| – total number of science cities;

 ♦ {vi, ηi}, i  I are the fertility and mortality rates in the 
i-th science city;

 ♦ {GMPi(tk), Pi(tk)}, i  I are the gross metropolitan 
product and population of the i-th science city at 
moment tk, (tk  T);

 ♦ {Wi(tk), Li(tk)}, i  I are the level of wage and amount 
of labor resources of the i-th science city employed 
in high-tech sectors of the economy at moment tk, 
(tk  T);

 ♦   [0, 1] are the weighting coefficients 
that determine the level of influence of individual 
factors on migration flows, where  = 1;

 ♦ κi  [0, 1] is the coefficient that determines the level 
of influence of the “gravity effect” on emigration to 
the i-th science city.

An emigration rate from the i-th science city (i  I) to 
the neighboring ζ-th science city (ζ  I, ζ ≠ i) at moment tk,  
(tk  T) is equal to

         (1)

where

              (2)

The equations (1)–(2) describe the influence of 
the “gravity effect” on migration flows. Expression 
(2) reflects the influence of such key factors as wages  
Wi(tk–1), number of employed labor resources Li(tk–1) 
and GDP per capita

                                

on the migration behavior of population (i.e., migra-
tion rates) in the i-th science city (i  I). The choice of 
such factors is determined, first of all, by the observed 
difference in their values in relation to the science cities 
under consideration (i.e., Troitsk, Obninsk, etc.). The 
influence of other potentially important characteris-
tics, e.g., differences in climate, transport accessibil-
ity, ecology, etc., is not significant from the geographic 
proximity and spatial homogeneity of the studied 
agglomerations. The use of relative and scaled (loga-
rithmized) values of influencing factors allows them to 
be aggregated using (2) for subsequent calculation of 
migration rates to neighboring science cities.

From (1)–(2) it follows that if a given science city is 
less attractive than a neighboring one which has higher 
wages, more jobs and more GDP per capita, then a 
positive emigration flow to this science city is provided. 
The opposite scenario is also possible, when a given 
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science city is more attractive to residents of neighbor-
ing cities. In this case, the formation of positive immi-
gration flows will be ensured.

The population of the i-th science city (i  I)  con-
sidering the emigration to the neighboring ζ-th science 
cities (ζ  I, ζ ≠ i), the immigration from the neighbor-
ing ζ-ths science cities (ζ  I, ζ ≠ i), as well as the fertil-
ity and mortality at moment  tk, (tk  T) is equal to

             (3)

Together with the redistribution of the population 
between neighboring science cities, the redistribution 
of highly qualified labor is being implemented accord-
ingly. 

The amount of labor resources that can be employed 
in high-tech enterprises of the i-th science city (i  I) at 
moment tk, (tk  T) is equal to 

                             , (4)
where

μi  [0, 1] is the share of economically active population 
in the i-th science city (i  I);

ωi  [0, 1] is the share of highly qualified labor resources 
from the economically active population in the i-th 
science city (i  I).

1.2. Model of behavior  
of enterprise agents

The lower-level model presented in Fig. 1 is used to 
calculate the dynamics of the average annual growth 
rate of output of agent enterprises with a correspond-
ing assessment of the states of such agents. The most 
important characteristic of such enterprises is the pro-
duction function, which describes the influence of 
fixed assets, labor resources, the level of scientific and 
technological development and other factors on the 
dynamics of output volume. A detailed description of 
the principles for constructing production functions, 
including the Cobb-Douglas type used in this work 

is presented in [25, 26]. There are also examples of 
constructing multiplicative production functions that 
take into account the influence of wages on output, 
as a factor that significantly affects the productivity of 
labor resources (e.g., [27]). A feature of the produc-
tion function proposed in this article is that it takes 
into account the relative (in relation to all neighbor-
ing science cities) level of wages. The higher this level, 
the more qualified labor resources can be employed at 
enterprises in a given city.

Let be,

 ♦ , i  I  is the set of indices of agent 
enterprises located in the i-th science city, where |Ji |  
is the total number of enterprises;

 ♦  (tk)  {1, 2, 3} are the states of the ji-th agent 
enterprise of the i-th science city at momen tk,  
(tk  T):  (tk) = 1 is the first state corresponding to 
low economic growth rates (“red”),  (tk) = 2 is 
the second state, corresponding to the average rate 
of economic growth (“yellow”),  (tk) = 3  is the 
third state, corresponding to high rates of economic 
growth (“green”);

 ♦ { }, i  I, ji  Ji  are the fixed assets and 
labor resources of the ji-th agent enterprise of the i-th 
science city at moment tk, (tk  T);

 ♦ { }, i  I, ji  Ji  are the rate of new 
fixed assets commissioning and the labor resources 
inflow of the ji-th agent enterprise of the i-th science 
city at moment tk, (tk  T);

 ♦ {Qi(tk), Yi(tk)}, i  I are investments in fixed assets and 
the number of new workplaces allocated by the i-th 
science city at moment tk, (tk  T);

 ♦ { } (0, 1), i  I, ji  Ji are the coefficients of 
elasticity of output volume in relation to fixed assets 
and labor resources of the ji-th agent enterprise of 
the i-th science city, where ;

 ♦ , i  I, ji  Ji  is the factor (coefficient) reflecting the 
influence of scientific and technological progress 
(STP) on the dynamics of output volume;

 ♦ {μ, ι} are the known retirement rates of fixed assets 
and labor resources, respectively.
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Then, the output volume of the ji-th agent enter-
prise (ji  Ji) of the i-th science city (i  I) can be speci-
fied with the use of the Cobb-Douglas type production 
function at momenttk, (tk  T):

                  (5)

where

                                      (6)

             (7)

              (8)

 (9)

 (10)

                           (11)

Figure 2 shows the state-flow chart of the ji-th 
agent enterprise (ji  Ji) of the i-th science city (i  I)  
implementing the transition rules to new states  

 (tk)  {1, 2, 3}.

Transitions to new states (indicated by the sign   
in Fig. 2) are carried out using the following rule:

    

Here, {φ1, φ2} are the specified threshold values   
that determine the conditions for compliance of agent 
enterprises with states of low, medium and high rates of 
economic growth.

Fig.2. State-flow chart of an agent enterprise.

Low rates of economic growth

Average rates of economic growth

High rates of economic growth
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The proposed model takes into account the influ-
ence of the relative wage level (6) on output (5). The 
use of relations (9)–(11) allows us to provide priority 
support to agent enterprises that are in the first state 
of low economic growth rates. Here, γ  [0, 1] is the 
coefficient determining the overall level of such sup-
port. Thus, investments in fixed assets and new jobs 
allocated for each science city are distributed among 
“problem” agent enterprises in proportion to their 
contribution to the total output. 

1.3. Optimization  
problem statement

A system is considered in which it is necessary to 
ensure the minimization of the total number of enter-
prises characterized by low rates of economic growth for 
all selected science cities. For the sustainable develop-
ment of research-and-production clusters, it is desir-
able to ensure the transition of the majority of problem 
enterprises to states of medium and high rates of eco-
nomic growth and the preservation of such favorable 
states for the longest possible time interval. However, 
in the current conditions of a shortage of investment 
capital, as well as limited opportunities to create new 
high-tech jobs, it is important to find such states and 
modes of operation of the system in which minimizing 
the number of problem organizations is achieved with 
minimal costs at least by some given point in model 
time. As a result, a qualitative improvement in the 
characteristics of the corresponding enterprises will be 
ensured, practically guaranteeing the preservation of 
the states they have achieved over a sufficiently long 
time interval due to the inertia of the values of produc-
tion factors. In the absence of statistical information 
about the existing budget and investment restrictions, 
it is justified to reduce such an optimization problem to 
a single-criteria one with the following objective func-
tional, estimated at the final moment of model time 
t|T |, (t|T |  T):

        (13)

where

 (14)

Here, 

 ♦ {Qi(tk), Yi(tk), Wi(tk)}, i  I  are the investments in 
fixed assets, number of new workplaces and wages 
in the i-th science city at moment tk, (tk  T) which 
are control parameters of the model;

 ♦ {n1, n2, n3} are the normalizing factors that are used 
to reduce the values of the elements of the objective 
function values to the uniform scale.

The choice of values of the control parameters of 
the model is carried out at each moment tk, (tk  T) 
and leads to changes in the production characteristics 
of agent enterprises, i.e., fixed assets, labor resources 
and output volumes in accordance with (5)–(11). As 
a result, the impact on the average annual rate of eco-
nomic growth and the state of the corresponding enter-
prises is ensured, see (12)–(14).

Then the optimization problem can be formulated 
as follows.

Problem A. The need to minimize the value of the 
total number of enterprises characterized by low rates of 
economic growth at the final moment of the model time  
t|T |, (t|T |  T), as well as the investment and operating costs 
associated with the implementation of the strategy: 

                               (15)

s.t.

    

Here, { }, { } are known lower and 
upper limits of the simulation model control param-
eter values.

Problem A can be solved using a genetic optimization 
algorithm aggregated by objective function with the pro-
posed simulation model. The implementation of such 
algorithms is based on methods of evolutionary search 
for the best potential solutions and is described in detail 
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in [12, 28]. To simplify the problem under considera-
tion, the values of control parameters in such a system 
can be specified for each i-th science city (i  I) as con-
stants at the initial moment of the model time.

2. Software implementation  
of the model

The software implementation of the developed sim-
ulation model (1)–(15) was carried out in the Any-
Logic system. A feature of the proposed approach is 
the use of GIS maps to visualize the states of enterprise 
agents located in given spatial coordinates, as well as 
the integration of the model with a previously devel-
oped genetic optimization algorithm [28], which, in 
particular, provides a solution to Problem A.

The developed software package provides the ability 
to navigate through all the science cities being studied, 

vary the values of the control parameters of the model 
and visualize the states of agent enterprises on the map.

Figure 3 shows the implementation of the model for 
the redistribution of population and labor resources 
between the science cities under consideration (top-
level models) in AnyLogic.

As seen from Fig. 3 the system dynamics meth-
ods are used to construct this model (e.g., [11, 22]). 
The population of Obninsk, Troitsk, Protvino and 
Pushchino is modeled using four system levels (“reser-
voirs”) interacting through flows at rates whose values   
depend on the difference in wage levels, the size of the 
labor market, etc. Thus, the influence of the “gravity 
effect” on the rate of internal migration. Fertility and 
mortality rates with their known values are also taken 
into account. The reinforcing and balancing feedbacks 
present in the model are marked with the letters R and 
B, respectively (Fig. 3).

Fig. 3. Model of redistribution of labor resources in AnyLogic.

Population_of_ObninskPopulation_of_Obninsk Population_of_TroitskPopulation_of_Troitsk

Population_of_ProtvinoPopulation_of_ProtvinoPopulation_of_PushchinoPopulation_of_Pushchino
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Figure 4 shows the implementation of the behavior 
model of enterprise agents (low-level model) in Any-
Logic.

Figure 4 shows that to build this model, both the sys-
tem dynamics and agent-based modeling methods are 
used (e.g., [5, 6, 13, 14, 16]). In particular, to model 
possible changes in the states of agents in accordance 
with the given rules, a state-flow chart is used (that is 
shown in Fig. 4). At the same time, to determine the 
values of the average annual growth rate of output vol-
ume, the value of which is compared with the given 
threshold values for the implementation of transitions 
between the states of each agent, the calculation uses 
the system dynamics model (the left part of Fig. 4). The 
model (5)–(11) uses the function of the Cobb-Doug-
las type to calculate the output volume, taking into 
account the values of control parameters. The results 
of simulation modeling, in particular, the state of each 

agent enterprise, the output volume, the amount of 
labor resources, etc. are automatically uploaded to 
the top-level model and used to simulate the “gravity 
effect” that determines the process of redistribution of 
population and labor resources (Fig. 3).

3. Results  
of optimization experiments

To improve the state of the entire ensemble of agent 
enterprises, in particular, to minimize the number of 
organizations with low rates of economic growth (less 
than 2% per year), the optimization experiments were 
carried out aimed at finding recommended values   
of control parameters of the model. As initial data, 
aggregated statistics on science cities were used, that 
is shared in [29], as well as the strategies for the socio-
economic development of science cities published on 
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STP          alpha          beta 

Labor_resources

Number_of_new_workplaces

Population_size
Share_of_economically_active_population

Number_economically_active_population

Share_of_highly_qualified_staff

B
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f3
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Share_in_total_output_volume
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Fig.4. Model of behavior of enterprise agents in AnyLogic.
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the websites of city administrations. An example of 
initial data on agent enterprises for the Obninsk city is 
presented in Table 1.

Figure 5 presents a visualization of the states of agent 
enterprises obtained as a result of optimizing the values   
of control parameters of the simulation model (“Sce-
nario based on recommended parameters”) in com-
parison with previously approved investment and staff 
strategies (“Initial scenario (before optimization)”.

The states of agent enterprises presented in Fig. 5 
correspond to a ten-year strategic planning horizon. 
A scenario for changes in such states based on rec-
ommended parameters (Fig. 5) was generated using 
a genetic optimization algorithm, aggregated by tar-
get functionality with a developed simulation model 
implemented in AnyLogic. Table 2 presents the values 
of the control parameters of the model that correspond 
to the scenarios under consideration.

Table 1. 
An example of initial dataset for agent enterprises  

of the Obninsk city (for 2016 year)

No Company Longitude Latitude
Labor 

resources, 
people

Investments  
in fixed assets, 
thousand rubles

Fixed assets, 
thousand  

rubles

Issue volume, 
thousand  

rubles

1 JSC “SSC RF-IPPE” 55.089851 36.591257 2612 14782 594124 3199431

2 JSC ONPP “Technology” 55.105885 36.636379 2641 488089 6527163 5856985

3 JSC “SSC RF NIFHI” 55.063435 36.623261 528 103226 1300044 803209

4

MRNC named after A.F. Tsyba –  
the branch of the FSBI “NMRRC”  
of the Ministry of Health  
of the Russian Federation

55.111844 36.617534 1559 136132 2230550 2052357

5 ASP “Typhoon” 55.104454 36.609027 580 1551 80820 293792

6 VNIIRAE 55.106651 36.638687 270 3058 110706 242231

7 Public JST “Instrument Plant “Signal” 55.11013 36.59102 308 48217 996640 1061128

8 LLC “Hemofarm” 55.13496 36.6424 209 169412 2247154 1374894

9 JSC “Progress-ecology” 55.12122 36.58286 236 14758 696989 1709746

10 LLC “Nearmedic Pharma” 55.11442 36.61703 125 2810003 29994145 3506284
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From Table 2 it follows that in order to improve the 
conditions of agent enterprises in the science cities 
under study, it is necessary to significantly increase 
investments in fixed assets (mainly in Troitsk, Pro-
tvino and Pushchino), as well as to multiply the 
number of workplaces that should be created. At 
the same time, it is recommended to increase the 
level of wages in Obninsk and Pushchino in order 
to prevent the outflow of staff to neighboring cities 
(in particular, Troitsk). As a result, a fundamental 
improvement in the conditions of agent enterprises 
will be ensured (see Fig. 5), most of which will move 
to the third state of high economic growth rates.

Conclusion

This paper presents a new agent-based simu-
lation model for the development of individual 
research-and-production clusters in Russia with 
implementation in the AnyLogic system. The model Fig.5. States of agent enterprise before and after optimization.

LLC “Hemofarm”

JSC “Progress-ecology”

LLC “Nearmedic Pharma”

MRNC named after A.F. Tsyba –  
the branch of the FSBI “NMRRC”

Public JST “Instrument Plant “Signal”

JSC ONPP “Technology”

ASP “Typhoon”

JSC “SSC RF-IPPE”

VNIIRAE

JSC “SSC RF NIFHI”

Initial scenario 
(before  
optimization) 

Obnnsk city
Scenario based 
on recommended 
parameters

First stage  
(low growth rate) 

Second stage  
(average growth rate)

Third stage  
(high growth rate)

Table 2. 
Values   of model control parameters

Control parameters Science city
Basic scenario

(before optimization)
Scenario based  

on recommended settings

Investments in fixed assets  
(million rubles/year)

Obninsk 3320 4341

Troitsk 453 3108

Protvino 246 2252

Pushchino 374 2100

Number of new jobs  
(units/year)

Obninsk 1000 3020

Troitsk 500 2550

Protvino 300 1551

Pushchino 200 1121

Average monthly salary  
(rubles/month)

Obninsk 62 000 72 000

Troitsk 66 000 66 000

Protvino 60 000 60 000

Pushchino 45 000 55 000
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developed consists of two levels (Fig. 1). The top-level 
model implements the environment in which agent 
enterprises belonging to various science cities operate, 
between which flow interaction is realized with a cor-
responding redistribution of the population and labor 
resources. The lower-level model provides the imple-
mentation of the logic of behavior of enterprise agents, 
the characteristics of which are described using system 
dynamics methods. An important optimization prob-
lem has been formulated to minimize the total number 
of enterprises characterized by low rates of economic 
growth, taking into account investment and operating 
expenses. The proposed two-level simulation model is 
implemented in the form of a software package (using 
the example of research-and-production clusters of 
Obninsk, Troitsk, Protvino and Pushchino), intended 
primarily for municipal and regional authorities imple-

menting the strategy of innovative development. The 
use of such a system made it possible to formulate 
recommended values of control parameters (such as 
investments in fixed assets, the number of new jobs, 
etc.), providing a significant improvement in the con-
ditions of agent enterprises located in the science cities 
under study over a ten-year strategic planning horizon 
(Fig. 5 and Table 2). The economic-mathematical and 
computer toolkit developed is intended primarily for 
managing research-and-production clusters imple-
menting the strategy of innovative development.

Further research will be aimed at studying the prob-
lems associated with overcoming the shortage of highly 
qualified labor, as well as the creation of detailed 
agent-based models for the development of research-
and-production clusters. 
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Abstract

To solve the problem of comparative efficiency analysis of branch operations for a small volume of 
randomly observed data, a non-parametric approach is relevant, since it does not require a probabilistic 
model of observations. Comparing the results of the non-parametric approach with the results obtained 
within the traditionally used Gaussian model is also relevant. Additionally, obtaining a consistent comparison 
of a group (of no less than three) branches is important. Currently, the non-parametric approach and the 
corresponding comparison with the known results of solving the problem considered in this work obtained 
within the framework of the normal model are absent. In addition, insufficient attention is paid to the 
search for methods of obtaining consistent solutions. This work to some extent fills these gaps. This work 
uses non-parametric statistical methods and theory of simultaneous hypothesis testing to address these 
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Introduction

Various aspects of comparing the effectiveness 
of organizations are discussed in numerous 
scientific papers, for example [1–3]. As a 

rule, comparisons are based on many indicators. Obvi-
ously, the success of such comparisons depends on 
how adequately and qualitatively comparisons on indi-
vidual indicators can be made, especially if these indi-
cators are of a random nature. In this latter case, the 
methods of mathematical statistics are typically used. 
Such methods are divided into:

 ♦ parametric, relying on a specific probabilistic model 
of the analyzed indicators. In this case, the normal 
distribution is most often used as a probabilistic 
model [4, 5],

 ♦ non-parametric, free from a detailed probabilistic 
model, and sometimes from the assumption of the 
random nature of the analyzed data as well [3, 6–9].

Many tasks, including the one this paper is aimed 
at, can be considered within the framework of both 
approaches. In this case, it becomes necessary to com-
pare the conclusions based on parametric model proce-
dures to the conclusions of nonparametric procedures. 
Such a comparison is one of the goals of this work.

There are many known results comparing para-
metric and nonparametric tests of hypothesis check-
ing against an alternative. With a finite number of 
observations, such a comparison is made on the basis 
of the analysis of the test power function determined 
by the probability of rejecting the hypothesis. With 
an unlimited number of observations, the compari-
son of hypothesis checking tests against an alternative 
is based on the calculation of asymptotic efficiency 
indicators [10]. The specificity of the problem con-
sidered in this work lies in the need to select one of 
many solutions based on a small number of observa-
tions.

This paper proposes a procedure for comparative 
analysis of the performance of divisions of a network 
organization. The results of applying such a procedure 
can be used to make informed management decisions 
by the managers of a network organization. In this case, 
the efficiency of a division is understood as the ratio of 
the number of sales of a certain product (for example, 
the number of cars) to the number of potential buyers. 
A network organization is understood as a set of units 
operating according to a common scheme. Examples 
of such organizations are a network of branches of a 
large automobile company or a chain of Pyaterochka 
stores, etc.

problems. This paper proposes a procedure for comparative analysis of the efficiency of several units within 
a network organization with a small volume of observations based on the Mann–Whitney tests. We carry 
out a comparison of the results obtained from the proposed non-parametric procedure with results based 
on extensions of Student’s t-tests. We propose a method for reducing the number of compatibility problems 
based on the search for an appropriate significance level. We provide an example of a fully consistent 
comparison of the efficiency of branch operations.
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In this paper, as an illustrative example, we con-
sider the problem of supporting management decisions 
by the managers of a network of branches of a large 
university. Everyone is welcome to attend the prepara-
tory courses of such branches. A natural characteris-
tic of the efficiency of the staff of such branches is the 
ratio of the number of students attending preparatory 
courses to the number of potential applicants. Infor-
mation on comparative effectiveness is the basis for 
making strategic decisions on the development of the 
branch network.

It is convenient to present a network organization 
in the form of a graph. The vertices of this graph cor-
respond to divisions. The specificity of the graph we 
are considering is that it can have both directed and 
undirected edges. An undirected edge between verti-
ces i, j is added to the graph if and only if it is decided 
that the i-th and j-th divisions work equally efficiently. 
A directed edge from vertex i to vertex j is added to the 
graph if and only if it is settled that the i-th unit is 
more efficient than the j-th unit. Note that usually 
either only directed edges or only undirected ones are 
used in graphs [11–15]. We will use them both simply 
because they better allow us to emphasize some of the 
structures of the graph under analysis, which charac-
terize the specifics of the analyzed network organiza-
tion. Among such structures there will be cliques [16] 
(a set of vertices, any two of which are connected by a 
non-directed edge), which characterize a set of divi-
sions working equally efficiently. In what follows, we 
will call such cliques undifferentiated classes. Another 
example of a structure is a complete subgraph with 
only directed edges. Such a structure will be called a 
structure of ordering or dominance.

In many problems, in particular in the example we 
are analyzing, it is natural to consider the number of 
sales as a random variable. At the same time, analy-
sis of real data, especially when there is little of it, 
can lead to contradictory conclusions. In this case, 
the corresponding graph contains some logically con-
tradictory structures, for example, subgraphs of three 
vertices, two edges between which are undirected, 
and one is directed. This type of problem arose in [17] 

when discussing the problem of testing hypotheses 
of homogeneity of at least three populations and was 
called the incompatibility problem. Applied tasks in 
which the incompatibility problem arises (the prob-
lem of inconsistently combining the results of com-
paring effectiveness of the pairs of departments) were 
considered in [4, 5] within the framework of the nor-
mal model. The solution to the incompatibility prob-
lem was based on the introduction of an additional 
parameter ∆ and the transition to tasks of compar-
ing the effectiveness of two divisions with accuracy ∆. 
Moreover, if the efficiencies of divisions i, j differed 
by less than ∆, then it was decided that their effec-
tiveness was the same (with an accuracy of ∆). This 
technique allows us to solve the incompatibility prob-
lem, but leads to an additional problem of choosing 
∆. Another goal of this work is to find ways to solve 
the incompatibility problem without introducing an 
auxiliary parameter ∆.

In this work, unlike [4, 5], the assumption of a nor-
mal distribution of the number of sales is not used. 
Pairwise comparison of the effectiveness of two units 
is based on the use of Mann–Whitney tests. The pro-
cedure for comparative analysis of divisions by effi-
ciency is based on a combination of nonparametric 
tests of pairwise comparison of two divisions. This 
uses a graphical representation, which is convenient 
for visualizing emerging incompatibility problems. 
The proposed nonparametric procedure is applied to 
the analysis of data reported in [4], and an example is 
given in which the inconsistency problem is overcome 
by analyzing p-values and appropriately selecting sig-
nificance levels for pairwise comparison tests. A com-
parison is made with the results obtained within the 
normal model.

This article is organized as follows: Section 1 pro-
vides the basic notation and formulation of the prob-
lem; Section 2 describes the nonparametric procedure 
for comparative analysis of departments by efficiency, 
and its graphical representation; Section 3 provides an 
illustrative example, an example of solving the incom-
patibility problem, and compares it with the results 
obtained in [4].
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1. Formulation of the problem

It is convenient to present data on the number of 
sales in the form of a matrix || xji ||, where || xji  || – the 
ratio of the number of sales to the number of potential 
buyers in division j in the i-th time period, j = 1, …, N, 
where N is the number of divisions of the network 
organization, i = 1, …, mj, where mj is the number of 
analyzed time periods of work j-th division. We will 
assume that observations xji represent the values of 
random variables Xji, which describe the ratio of the 
number of sales to the number of potential buyers in 
division j in time period i. Let us assume that all time 
periods are the same, and the random variables Xji are 
independent for all j  = 1, …, N; i  = 1, …, mj and for 
a fixed j are equally distributed as Xj. Let Fj(x) be the  
distribution function of the random variable Xj.

The problem considered in this work consists in 
constructing and applying for the analysis of specific 
data a statistical procedure for distinguishing hypoth-
eses of the form:

                    (1)

Here, hypothesis H1 means that the efficiency of all 
divisions is the same, hypothesis H2 means that divi-
sion 1 is more efficient than other divisions whose 
efficiency is the same, etc. Note that relations (1) do 
not describe all possible relations between the distribu-
tion functions Fj(x), j = 1, …, N. We limit ourselves to 
considering only these hypotheses, since we are only 
interested in the presence of a systematic shift, which 
can result from different performance levels of differ-
ent divisions of a network organization.

Like in [4], we will use the method of constructing 
procedures with many solutions proposed in [17]. This 
method is based on reducing a multi-alternative prob-
lem to a set of appropriately selected two-alternative 
generating problems. In our case, to distinguish (1), it 
is natural to consider two-alternative hypothesis test-
ing problems .

For fixed i, j combining both the tests φij, φji of 
simultaneous testing the hypotheses hij and hji with 
non-zero probability can lead to a logically unten-
able (for a given x) decision to reject both hypotheses, 
i.e. to the incompatibility problem. As shown in [17], 
to eliminate such a contradiction, it is sufficient to 
require that the significance levels αij, αji  of the tests  
φij, φji satisfy the condition αij + αji < 1. In this case, 
such a combination of the tests φij, φji leads to a joint 
procedure for distinguishing three hypotheses:

                                     (2)

However, combining such procedures with three 
solutions for different i, j can lead to a contradiction, 
namely: with non-zero probability it can be decided 
that (for example):

F1(x) = F2(x) and F2(x) = F3(x), but F1(x) ≠ F3(x).

To eliminate this contradiction, in [4], following the 
proposal of [17], a slightly modified system of generat-
ing hypotheses was considered. However, the studies 
were limited to the case when Fj(x) is a normal distri-
bution. In the notation of this work, the modified sys-
tem of generating hypotheses has the form:

When combining tests φ՛ij, φ՛jii for simultaneous test-
ing of hypotheses h՛ij, h՛ji we obtain a procedure for dis-
tinguishing three hypotheses:

                             (3)

In this case, the problem of obtaining contradic-
tory conclusions does not arise. At the same time, the 
introduction of the ∆ parameter formally changes the 
original problem.

In this work, the ∆ parameter is not introduced and 
the assumption of a normal distribution is not made. 
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At the same time, one of the interesting questions is to 
find options for consistently combining statistical rules 
with three solutions without introducing the ∆ param-
eter.

Note that at present, in the intensively developing 
theory of simultaneous testing of many hypotheses, no 
emphasis is placed on the need to solve the problem 
of incompatibility [18–21]. Moreover, starting from 
[22], the problem of incompatibility is considered as 
too strong a requirement imposed on the procedure 
for simultaneous testing of many hypotheses. Within 
the framework of the theory of simultaneous testing of 
many hypotheses, approaches to the construction of 
procedures that control the probability of at least one 
error of the first type, the proportion of errors of the 
first type, and some others are mainly studied. In this 
work, on the contrary, we focus on solving the incom-
patibility problem, which allows for an appropriate 
comparison with the results obtained in [4].

2. Nonparametric comparative  
analysis procedure and its visualization

2.1. Procedure with three solutions

One of the most effective nonparametric proce-
dures for distinguishing hypotheses (2) is based on the 
Mann–Whitney statistics [6, 9]. The Mann–Whitney 
statistic looks like this:

                        
 (4)

where I(A) is the indicator of event A.

For fixed i, j the procedure with three solutions for 
distinguishing hypotheses (2) in terms of p-values can 
be written as

               

 (5)

where  is the decision to accept the hypothesis  
(k = 1, 2, 3);

 are the corresponding p-values, namely:

 

                 (6)

where α1, α – significance levels of tests for hypothesis 
testing  and , respectively.

It is assumed that among the observed values  and  
there are no equals. The necessary adjustments in the 
case of equal observations can be made based on the 
methodology outlined in [9].

Tables of distribution of statistics (4) for small mi, mj 
are given in [9]. For large mi, mj, one can use the nor-
mal distribution

which is recommended to be used when 
                               min(mi, mj) > 50 [9].

From (6) it is obvious that for fixed i, j,  +  =1. 
Therefore, to apply the procedure with three solutions 
(5), information about the minimum p-value is suffi-
cient:

                              pij  = min( ,  ). (7)

2.2. Procedure with many solutions  
and its graphical representation

We will obtain the procedure for distinguishing 
hypotheses (1) by combining procedures (5). This pro-
cedure can be written as:

             (8)

Let  denote the efficiency of the i-th department. 
In the problem under consideration, two types of rela-
tionships are possible between the performance of divi-
sions of a network organization (dominance or equiva-
lence). The entry  means that the i-th unit works more 
efficiently (dominates) than the j-th unit. The entry  
means that the i-th and j-th divisions work equally ef-
ficiently (equivalence). To visually analyze the results 
of applying procedure (8), we will use the technique 
proposed in [23–25].
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For a given vector (f1, ..., fN), we introduce matrix D 
with elements

and a matrix B with elements

It is easy to show [24] that the matrix B is related to 
the matrix D by the relation

D = B – B 
T ,

where BT is the transposed matrix B.

The relationships described by the matrix B are 
more easily interpreted if the rows and columns of the 
matrix B are rearranged in such a way as to obtain an 
upper triangular shape (i.e., to collect, if possible, all 
the ones above the main diagonal of the matrix B). To 
obtain the upper triangular form of the matrix B, one 
can arrange in descending order the rows (and col-
umns) of the matrix D by the sums of the row elements. 
Replacing the –1 elements of the resulting matrix with 
0, we obtain matrix B, which is most consistent with 
the upper triangular shape. Matrix B, which is most 
consistent with the upper triangular form, allows us to 
identify the so-called “undifferentiated classes” [25]. 
The term “undifferentiated class” will be used to des-
ignate the largest set of units whose performance lev-
els are not significantly different from each other. The 
term “largest” means that for any unit i that does not 
belong to a given undifferentiated class, there is at least 
one unit j from that class such that the performance 
efficiencies of units i and j are meaningfully distin-
guishable. The matrix B, which is most consistent with 
the upper triangular form, shows the undifferentiated 
classes as square sub-matrices, symmetric about the 
main diagonal, with all elements equal to 0.

Obviously, the overlapping undifferentiated classes 
resulting from the delta procedure mean that there is 

an incompatibility problem. It is convenient to visu-
alize the matrix D in the form of a graph G = (V, E), 
where V = {1, 2, …, N} is the set of vertices of the graph, 
E = {eij} is the set of edges of the graph. If element dij of 
matrix D is equal to 1, then a directed edge from vertex 
i to vertex j is added to the graph G. In this case, vertex 
i dominates vertex j. In [11], vertex i is called the par-
ent of vertex j, and vertex j is called the child of vertex 
i. If vertex i is connected by a directed path of length 
greater than 1 to some vertex k, then vertex i is called 
the ancestor of vertex k, and vertex k is called a descen-
dant of vertex i. If element dij of matrix D is equal to 
0, then an undirected edge between vertices i and j is 
added to graph G. If the element dij = –1, then, since 
dij = –dji, the graph G already contains a directed edge 
from vertex j to vertex i. It is obvious that all the vertices 
of this graph, corresponding to divisions from a certain 
undifferentiated class, are connected to each other by 
undirected edges and therefore represent cliques of the 
graph G. Below we will separately depict sub-graphs 
with only directed edges and only with undirected 
edges.

Note that the proposed representation will clearly 
reflect the existence of problems of incompatibility of 
the obtained conclusions, if any. Obviously, if in a rep-
resentation different undifferentiated classes contain 
the same vertices, then the incompatibility problem 
occurs.

3. Illustrative example

Let us consider the task of comparative analysis of 
the performance of university branches, which was 
briefly described in the introduction. Let us denote 1f 
as the first branch of the university, 2f – the second 
branch of the university, etc. Data for analysis are bor-
rowed from [4] and are shown in Table 1.

Minimum p-values (7) of tests (5) are given in Table 2.

3.1 Construction  
of undifferentiated classes

Let us first consider the traditional significance level.  
Matrix D0.05 is shown in Table 3.
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Table 1.
Data on the number of students attending  
preparatory courses in various branches

1f 2f 3f 4f 5f 6f 7f 8f

103 131 187 154

92 212 262 92 151 99 235

122 197 376 129 164 268 338 77

48 143 283 146 141 217 239 63

86 95 231 125 140 231 187 59

89 70 203 127 173 175 123 78

147 92 276 183 141 137 139 82

134 95 258 213 187 242 185 28

Number of potential applicants in the i-th branch

6390 7090 28900 6320 6320 11130 4660 2530

Table 2.
Minimum p-values

1f 2f 3f 4f 5f 6f 7f

2f
0.4392  

3f
0.0023 0.0103

4f
0.0364 0.0652 0.0001

5f
0.0006 0.0469 0.0002 0.1678

6f
0.3063 0.4775 0.0070 0.0760 0.0020

7f
0.0002 0.0011 0.0002 0.0200 0.0012 0.0003

8f
0.0147 0.0539 0.0007 0.1725 0.1830 0.0256 0.0175
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A graphical representation of the D0.05 matrix is 
shown in Fig. 1.

Matrix B0.05 obtained from matrix D0.05 reduced to 
upper triangular form is shown in Table 4.

Table 3.
Matrix D0.05

1f 2f 3f 4f 5f 6f 7f 8f

1f – 0 1 –1 –1 0 –1 –1 –3

2f 0 – 1 0 –1 0 –1 0 –1

3f –1 –1 – –1 –1 –1 –1 –1 –7

4f 1 0 1 – 0 0 –1 0 1

5f 1 1 1 0 – 1 –1 0 3

6f 0 0 1 0 –1 – –1 –1 –2

7f 1 1 1 1 1 1 – 1 7

8f 1 0 1 0 0 1 –1 – 2

Fig. 1. Graphical representation of the matrix D0,05.

Table 4.
Matrix B0.05,  

educed to upper triangular form

7f 5f 8f 4f 2f 6f 1f 3f

7f – 1 1 1 1 1 1 1

5f – 0 0 1 1 1 1

8f – 0 0 1 1 1

4f – 0 0 1 1

2f – 0 0 1

6f – 0 1

1f – 1

3f –

Fig. 2. Graphical representation  
of the matrix B0.05 reduced to upper triangular form.  

The branch number is indicated by a number.

A graphical representation of the matrix B0.05 
reduced to the upper triangular form is shown in Fig. 2.

In Fig. 2 it is easy to see that there are 6 cliques in 
this graph: {7}, {4, 5, 8}, {2, 4, 8}, {2, 4, 6}, {2, 6, 1}, 
{3}. Note that these cliques have common vertices, for 
example, vertex 4 belongs to the 3rd cliques. This indi-
cates that there is an incompatibility problem. Thus, 
for αij = 0.05,  i, j = 1, ..., 8 disjoint undifferentiated 
classes are not distinguished.
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It is well known that there are no strict rules for 
choosing the significance level α. A possible way to 
reduce the number of incompatibility problems aris-
ing could be based on changing the significance level 
α. Analysis of the p-values given in Table 2 suggests 
the advisability of constructing and studying graphi-
cal models when choosing αij,  i, j = 1, ..., 8 from the 
interval (  =0.076;  =0.1678). For definiteness, we 
choose αij = 0.1,  i, j = 1, ..., 8. The matrix D0.1 is given 
in Table 5.

Table 5.
Matrix D0.1

1f 2f 3f 4f 5f 6f 7f 8f

1f – 0 1 –1 –1 0 –1 –1 –3

2f 0 – 1 –1 –1 0 –1 –1 –3

3f –1 –1 – –1 –1 –1 –1 –1 –7

4f 1 1 1 – 0 1 –1 0 3

5f 1 1 1 0 – 1 –1 0 3

6f 0 0 1 –1 –1 – –1 –1 –3

7f 1 1 1 1 1 1 – 1 7

8f 1 1 1 0 0 1 –1 – 3

Table 6.
Matrix B0.1 reduced  

to upper triangular form

7f 5f 8f 4f 2f 6f 1f 3f

7f – 1 1 1 1 1 1 1

5f – 0 0 1 1 1 1

8f – 0 1 1 1 1

4f – 1 1 1 1

2f – 0 0 1

6f – 0 1

1f – 1

3f –

Fig. 3. Graphical representation of the matrix D0.1.  
The branch number is indicated by a number.

A graphical representation of the matrix D0.1 is 
shown in Fig. 3.

The matrix B0.1 obtained from the matrix D0.1 reduced 
to upper triangular form is shown in Table 6.

A graphical representation of the matrix B0.1 reduced 
to the upper triangular form is shown in Fig. 4.

Fig. 4. Graphical representation of the matrix B0.1  
reduced to upper triangular form.  

The branch number is indicated by a number.

In Fig. 4 it is easy to see that in this graph there are 
4 cliques {7}, {4, 5, 8}, {2, 6, 1}, {3} and these cliques 
do not have common vertices. This indicates that at  
the problem of incompatibility does not arise, i.e., the 
undifferentiated classes do not intersect.

3.2 Ordering construction  
of structures

A graphical representation of the matrix D0.05 shows 
the structure of ordering branches according to the 
efficiency of their work, shown in Fig. 5.
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Only dominance relationships are shown; equiva-
lence relationships and ancestor-descendant relation-
ships are not shown. In particular, there is no directed 
edge between vertices 7 and 3, because there is a 
directed path 7  4  1  3 from the ancestor “7f” 
to the descendant “3f”, meaning strict ordering: 7f is 
more effective than 4f, 4f is more effective than 1f, 1f is 
more effective than 3f. Note that there are no directed 
paths in this graph 7  4  2  3; 7  4  6  3;  
7  8  2  3. This indicates the absence of complete 
ordering between the operating efficiencies of branches 
at α = 0.05. Considering that {4f, 5f, 8f} belong to the 
same undifferentiated class, the absence of such paths 
leads to logical contradictions. We emphasize that at  
α = 0.1 complete ordering takes place (see Fig. 6) and 
logical contradictions do not arise.

3.3. Comparison

In Fig. 7 shows graphs constructed from the results 
of comparing the operating efficiencies of branches 
both under the assumption of a normal distribution of 
the random variables under study [4] and in a nonpara-
metric formulation.

Fig. 5. Nonparametric ordering   = 0.05.  
The branch number is indicated by a number.

Fig. 6. Nonparametric ordering  = 0.1.  
The branch number is indicated by a number.

The ordering graphs shown in Fig. 7, differ in three 
edges, namely: edge (4, 6) is present in paramet-
ric ordering, and absent in non-parametric order-
ing; edges (8, 1); (8, 6) is present with nonparametric 
ordering, and absent with parametric ordering.

Linear ordering, constructed according to the 
scheme proposed in [4], corresponding to nonpara-
metric ordering (Fig. 7, right), has the form:

f3 <  f1   f6   f2   f4  f8   f5 < f7 with precision ∆.  (9)

Obtaining such a linear ordering, formally pro-
posed in [4] in a slightly different formulation (order-
ing with accuracy ∆), is based on analyzing the number 
of directed links leaving a specific vertex or enter-
ing a specific vertex. Namely, since vertices 4, 5, 8  
(Fig. 7, right) are not connected by directed edges, at 
first glance it seems that the solution f4 = f8 = f5 can be 
made with an accuracy of ∆. However, since vertex 4 
dominates only one vertex 1 (vertex 4 has one directed 
edge going out), vertex 8 dominates two vertices 1 
and 6 (vertex 8 has two directed edges going out), and 
vertex 5 dominates three vertices 1, 2, 6 (three directed 
edges emerge from vertex 5), then the solution f4  f8  f5 
is obtained with an accuracy of ∆. Writing f4  f8 with 
precision ∆ means that f4 + ∆ < f8 or |f4 – f8| < ∆. Simi-
larly, since vertices 1, 2, 6 (Fig. 7, right) are not con-
nected by directed edges, at first glance it seems that a 
decision f4  f8  f5 with an accuracy of ∆ can be made. 
However, since vertex 1 is a descendant of all vertices 
4, 5, 8 (vertex 1 includes three directed edges), ver-
tex 6 is a descendant of two vertices 5 and 8 (vertex 6 
includes two directed edges), vertex 2 is a descendant 
of one vertex 5 (vertex 2 includes one directed edge), 
then the solution f1  f6  f2 is made with accuracy ∆.

Fig. 7. Parametric (left),  
nonparametric (right) ordering at  =0.05.  

The branch number is indicated by a number.

Nonparametric procedure for comparing the performance of divisions of a network organization 61

57 2

4 1

68

3 18

131315 1717

14

18

15

14

16

12

11

12

11

16

57 2

4 1

68

3



BUSINESS INFORMATICS        Vol. 18        No. 1        2024

The linear ordering obtained in [4] has the form:

f3 <  f1 = f6   f2   f8   f4   f5   f7  with precision ∆. (10)

Orderings (9) and (10) differ very slightly. In fact, 
the extreme elements of the orderings coincide, the 
sign of f1   f6 has changed compared to the sign of  
f1 = f6, and the non-strict ordering  f4   f8 has changed 
to the ordering f8   f4. But in both cases, no significant 
difference in the operating efficiency of branches f8 and 
f4 was found. This indirectly indicates the acceptability 
of the normal model proposed in [4].

The undifferentiated classes presented in Fig. 8 are 
distinguished by three edges, namely: the edge (4, 6) 
is present in the nonparametric construction of undif-
ferentiated classes, and is absent in the parametric con-
struction; edges (8, 1); (8, 6) is present in the parametric 
construction of undifferentiated classes, and is absent in 
the nonparametric construction. This is quite consistent 
with the comparison of ordering structures (see Fig. 7).

Fig. 8. Parametric (left) and nonparametric (right)  
undifferentiated classes at  = 0.05.  

The branch number is indicated by a number.

Conclusion

In this work, a nonparametric procedure for com-
parative analysis of the performance of several divi-
sions of a network organization based on a small vol-
ume of observations has been constructed. We give an 
example of the application of the proposed approach 
to a comparative analysis of the performance of uni-
versity branches. The results of the comparative anal-
ysis obtained by the proposed nonparametric proce-
dure are compared with the results obtained within 
the framework of the normal model [4]. It is shown 
that the results of nonparametric ordering without 
introducing an additional uncertainty parameter ∆ 
and the ordering results obtained within the normal 
model with the introduction of ∆ are quite close. An 
example of a completely consistent comparison of the 
performance of several divisions of a network organi-
zation is provided. 
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Abstract

The aim of this study was to examine the determinants of the continuance intention with respect 
to use of the Audit Tools and Linked Archives System (ATLAS) by employing survey methods. These 
determinants are developed from an Expectation Confirmation Model (ECM). The sample of this study 
is auditors who use ATLAS in public accounting firms in Indonesia. As many as 356 data points can 
be processed using smartPLS. This study revealed that perceived usefulness, confirmation, information 
quality, top management commitment and satisfaction affected the auditor’s intentions when using 
ATLAS. The implications of this study are (1) Public accounting firms must provide full support to 
auditors in using ATLAS and equip auditors through training so auditors understand that using ATLAS 
is very useful; (2) IAPI must pay attention to outputs that are complete, good and appropriate so that 
the auditor is satisfied when using ATLAS. The auditor has a tendency to continue using ATLAS if he is 
satisfied.

Introduction

The rapid development of information sys-
tems in the digital era has brought changes in 
various sectors. One such sector is auditing. 

The audit field has used information technology in the 
work process. The information system used by auditors 
in Indonesia is the Audit Tools and Linked Archives 
System (ATLAS).

ATLAS is one solution to improve auditor perfor-
mance. Some of the benefits of ATLAS are, first, assist-
ing the auditor in carrying out and documenting the au-
dit process. Second, it makes it easier for the auditor to 
prepare audit working papers, so that the audit working 
papers he prepares are more systematic. Third, it reduc-
es auditor errors when carrying out the entire audit pro-
cedure. The use of working papers processed on a com-
puter has existed for a long time among auditors, but the 
ATLAS implementation is a new thing for auditors.

Auditors are not yet required to use ATLAS in pre-
paring working papers [1]. However, the successful im-

plementation and success of ATLAS is expected with 
confidence by the Ministry of Finance and Indonesian 
Association of Public Accountants (IAPI). In fact, not 
all implementations of ATLAS are in accordance with 
the government’s expectations. Based on the results of 
[2], the implementation of ATLAS does not improve 
auditor performance and also does not improve audit 
quality. One reason is the low perception of the ease of 
using ATLAS that makes auditors reluctant to use the 
ATLAS system [3].

Technological and human factors are important 
components in the implementation of technology 
adoption such as ATLAS. ATLAS implementation is 
not considered to be in accordance with the expecta-
tions of the Indonesian Association of Public Account-
ants (IAPI). This is one of the causes of the human 
factor. Implementation failure occurs because of the 
reluctance or rejection of individuals within the com-
pany towards the implementation of technology [4]. 
Aldholay et al. [5] showed that the failure occurred due 
to aspects of individual behavior in the organization. 

Keywords: continuance intention, audit tools, ECM, satisfaction, perceived usefulness, confirmation, information 
quality, top management commitment

Citation: Hardanti K.N., Sutrisno T., Saraswati E., Prastiwi A. (2024) Determinants of an auditor’s continuance 
intention with respect to use of the Audit Tools and Linked Archives System (ATLAS): A model of extended 
expectation confirmation. Business Informatics, vol. 18, no. 1, pp. 65–78. DOI: 10.17323/2587-814X.2024.1.65.78 

 66 Kurniasari Novi Hardanti, Sutrisno T., Erwin Saraswati, Arum Prastiwi



BUSINESS INFORMATICS        Vol. 18         No. 1         2024

Information system implementation will be successful 
if the information system is accepted by its users [6].

This study will focus on the determinants of the 
continuance intention to use ATLAS. This model is 
proposed to facilitate understanding of the factors that 
impact ATLAS acceptance. Bhattacherjee [4] created 
a model, namely the Expectation Confirmation Model 
(ECM). ECM is different from other information sys-
tem acceptance concepts. ECM focuses on the contin-
ued use of information systems, thereby providing solid 
explanations and long-term projections of behavior.

ECM validated in various types of studies with many 
sample characteristics and different countries. Several 
research results using the ECM model include [7–11] 
support for the main model of ECM, although not all 
of the studies that have been conducted show results 
consistent with previous studies. The inconsistency of 
the results of this study is due to differences in the char-
acteristics of the sample and the context of the infor-
mation system studied.

The ECM model has several advantages over the 
previous theory. However, the ECM model has not in-
cluded the technological context and organizational 
context. The ECM model only focuses on individual 
contexts: confirmation constructs, satisfaction, and 
perceived usefulness. The researcher finds that ECM 
does not include the technological context and organi-
zational context in its model.

To improve ECM, this study will incorporate both 
the technological context and the organizational con-
text. The technological context is represented by sys-
tem quality, information quality and service quality 
which had previously been formulated by [12]. In the 
success model, system quality measures technical suc-
cess, namely the accuracy and efficiency of the system 
in producing information. Information quality meas-
ures semantic success, namely the success of informa-
tion in conveying meaning. Service quality measures 
the success of the level of effectiveness, namely the in-
fluence of the information generated by the informa-
tion system. The selected organizational context is top 
management commitment. Top management commit-
ment is support from management (a public account-
ant firm) for auditors to use ATLAS.

Based on the analysis above, the aim of this study 
is to investigate the relationship between perceived 
usefulness, confirmation, information quality, design 
quality, service quality, top management commitment 
and satisfaction with the intention to continue using 
ATLAS among auditors in Indonesia.

This study has made its contribution in two aspects, 
namely the contribution to the development of theory 
and practice. The results of this study contribute to 
theory and practice related to scientific development.

 ♦ The theory contribution in this study is in terms of 
construct development, model development and 
providing empirical evidence about acceptance and 
ATLAS.

 ♦ The practical contribution in this study is for 
systems analysts and governments. The results 
of this study can be applied to the practice of 
designing and implementing ATLAS systems, so 
that in developing a system one can pay attention 
to the constructs of confirmation, satisfaction and 
perceived usefulness, system quality as well as top 
management commitment. For the government, the 
results of this study provide input for the Ministry 
of Finance and IAPI so that in making decisions to 
implement a system, it can pay attention to aspects 
of user acceptance.

1. The comprehensive theoretical basis

In this section, the concept of Expected Confirma-
tion Theory (ECM) is introduced before the discussion 
regarding the relationship between related variables.

1.1. Expectation Confirmation Model

Studies on the use after adoption in the area of infor-
mation systems began since [4] proposed the Expecta-
tion Confirmation Model (ECM). ECM is a model for 
using an information system after adoption. ECM is a 
development model based on Expectation Confirma-
tion Theory (ECT) developed by [13]. The concept of 
ECT is integrated in the technology acceptance model 
(TAM) in information systems and with further refine-
ment to address its theoretical weaknesses, [4] added a 
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perceived usefulness variable. Perceived usefulness is felt 
after using an information system, not before using the 
system.

ECM is a theoretical model of information system 
sustainability hypothesizing that expectations followed 
by initial acceptance lead to confirmation by comparing 
anticipated consequences. When actual performance is 
confirmed, users of the information system will be satis-
fied and potentially this leads to continued use. In con-
trast to other consumer acceptance models that focus on 
the first use of a new information system, ECM focuses 
on continuing use after acceptance of the information 
system, and provides solid explanations and long-term 
scale projections of user behavior [4].

Continuance is a form of behavior after adoption [14]. 
Information system continuance is basically the same as 
repurchasing behavior, namely following the initial de-
cision and being influenced by initial use and potentially 
stopping use [4]). The use of advanced information sys-
tems can be determined by the intention resulting from 
certain reasons. The user’s interest to continue using a 
technology can be referred to as continuance intention.

1.2. Research model and hypothesis

Figure 1 shows the research model developed from 
the previously described literature. This study is differ-
ent from previous studies. This study carries out con-
struct development in the ECM proposed by [4] which 
includes the technological context and organizational 
context. The constructs in the context of this technol-
ogy are system quality, information quality and service 
quality. System quality and information quality will de-
termine the attitude of system users [15]. System quality, 
information quality and service quality will also deter-
mine individual satisfaction in using information sys-
tems [16]. Several researchers, including [12, 17–19] in 
an information system success model with different in-
dicators and measurements, have used the technological 
context. Organizational context is also needed because 
it is closely related to individual attitudes in using the 
system. The selected organizational context is top man-
agement commitment. Top management commitment 
will greatly affect employee satisfaction because with 
this role, management can monitor the quality of the 

system that is being implemented within the company 
[20]. This model is expected to be able to prove what 
factors can influence satisfaction and interest in contin-
uing to use ATLAS.

1.2.1. The hypothesis  
of perceived usefulness 

Perceived usefulness is defined as a person’s belief that 
he will use the system if the system has utility value [21]. 
The construct of perceived usefulness was originally de-
scribed through TAM by [21]. TAM relates the perceived 
usefulness construct to the behavioral interest construct. 
TAM found that perceptions of usability and ease of use 
are prominent beliefs that influence information systems’ 
acceptance behavior in the field of technology. ECM 
modifies the relationship between perceived usefulness 
and satisfaction. Perceived usefulness is expected to in-
fluence user satisfaction after working with the informa-
tion system. The results of [4] study state that perceived 
usefulness has a positive effect on satisfaction. The more 
useful an information system, the stronger the individual 
satisfaction in using the information system.

The following studies [22–24] also strengthen ECM 
that the positive influence between perceived usefulness 
constructs on satisfaction in various types of applica-
tions. Based on the research results of [22], perceived 
usefulness has a positive impact towards satisfaction. 
Oghuma et al. [24] found perceived usefulness is the 
construct that has the greatest influence on their model. 
From the previous explanation, the formulation of the 
hypothesis is as follows.

H1: Perceived usefulness has a positive effect on sat-
isfaction for using the ATLAS system.

1.2.2. The hypothesis of confirmation 

Confirmation is defined as the perception between 
the conformity of expectations with reality after some-
one uses the system [4]. The research results of [4] show 
that confirmation has a positive effect toward satisfaction. 
Confirmation is the strongest predictor of satisfaction. 
The more in line with the performance of the informa-
tion system with user expectations, the higher the indi-
vidual satisfaction in using the information system. The 
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positive relationship between confirmation and satisfac-
tion formulated and proven by [4] in ECM, has been sup-
ported by many studies. From the previous explanation, 
the formulation of the hypothesis is as follows.

H2: Confirmation has a positive effect toward satis-
faction for using the ATLAS system.

1.2.3. The hypothesis  
of information quality 

Information quality is characteristics system output 
when used by user [12]. This model shows that the qual-
ity of information has a positive impact toward satisfac-
tion. This positive relationship formulated and proven 
by [12] in the DeLone and McLean Information Sys-
tems (IS) success model has been supported by many 
studies [25–29]. From the previous explanation, the 
formulation of the hypothesis is as follows.

H3: Information quality has a positive effect on satis-
faction for users of the ATLAS system.

1.2.4. The hypothesis  
of system quality 

System quality has a positive impact toward satisfac-
tion because when a system has good performance in 
providing the information needed by users, users will be 
satisfied when working with the system [12]. This work 
shows that system quality has a positive impact on sat-
isfaction. The positive relationship has been supported 
[25–28]. From the previous explanation, the formula-
tion of the hypothesis is as follows.

H4: System quality has a positive effect on satisfac-
tion for using the ATLAS system.

1.2.5. The hypothesis  
of service quality

Service quality is defined as the quality of support by 
users when using the system directly. There is a positive 
effect between service quality and satisfaction because if 
users get good enough support when using a system, for 
example when there are difficulties using the system (er-
rors), then there are IT staff who are ready to help quick-
ly. In this case, user satisfaction will increase in using the 

system [12]. This success model shows that service qual-
ity has a positive effect toward satisfaction. The posi-
tive relationship formulated by [12] in the DeLone and 
McLean IS success model has been supported by many 
studies [26–28]. From the previous explanation, the for-
mulation of the hypothesis is as follows.

H5: Service quality has a positive effect on satisfac-
tion for users of the ATLAS system.

1.2.6. The hypothesis  
of top management commitment 

Sinha et al. [30] define top management commitment 
as top management’s active involvement in establishing 
and monitoring policies, communicating and encour-
aging employees to achieve their goals. Management 
plays an important role in the success of an organiza-
tion. Top management commitment is believed to be 
able to increase the level of confidence and willingness 
of employees to complete tasks properly. Addis et al. [20] 
proved that top management commitment has a positive 
effect on satisfaction in quality management practices 
of manufacturing organizations in Ethiopia. From the 
previous explanation, the formulation of the hypothesis 
is as follows.

H6: Top management commitment has a positive ef-
fect on satisfaction when using the ATLAS system.

1.2.7. The hypothesis  
of satisfaction on continuance intention

Bhattacherjee [4] presented satisfaction as an emotion 
related to previous experience by users of information 
systems. The satisfaction construct is explained through 
ECM. ECM relates the satisfaction construct to the re-
peated use intention construct with the logic of thinking 
that the user’s repeated use intention will be determined 
mainly from the user’ satisfaction when using the given 
system. If the user feels bad emotions when using an in-
formation system, then this could be a reason for the user 
to stop using the information system. ECM proved that 
satisfaction has a positive effect on intention to use again.

The following studies also strengthen the theory formu-
lated by [4] about a positive influence of the satisfaction 
construct on intention to use repeatedly in various types 
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of applications by [22, 31, 32]. From the previous explana-
tion, the formulation of the hypothesis is as follows.

H7: Satisfaction has a positive effect on the intention 
to continue using the ATLAS system.

2. Research method

The population in this study was auditors who use the 
ATLAS system in their work processes in all public ac-
counting firms (PAF) in Indonesia that were registered 
with the Indonesian Public Accountants Association 
(IAPI) in 2022.

The unit of analysis is an auditor who works in PAF 
and has used the ATLAS system in his work. The sam-
pling technique in this study is non-probability sam-
pling. Non-probability sampling is a technique in which 
all members of the population do not have the same op-
portunity to be sampled. This study uses judgment sam-
pling in the sampling procedure, namely the sample is 
taken based on existing criteria on auditors who have 
used ATLAS in their work process.

The data collection technique used is a survey data 
collection technique. The survey method of this study 
is a mail survey. The Mail Survey conducted in this 
study was by distributing questionnaires via What-
sApp, Instagram, Email and Telegram. Mail surveys 
have a potential problem anticipated by researchers, 
namely low return rates. To ensure that researchers 

get a high rate of return on questionnaires, certain 
steps are taken.

The statistical method used is Partial Least Square 
(PLS). By using SmartPLS ver. 4.0 M3. PLS is a struc-
tural equation modeling that can solve multiple regres-
sion problems with small samples and multicollinearity.

S = β1PU + β2C + β3IQ + β4SYQ + β5SEQ + β6TMC + e
CI = β7S + e,

where:
S – satisfaction;
PU – perceived usefulness;
C – confirmation;
IQ – information quality;
SYQ – system quality;
SEQ – services quality;
TMC – top management commitment;
CI – continuance intention;
βi – coefficient construct;
e – error.

The constructs in this study are information quality, 
system quality, service quality, top management com-
mitment, confirmation, satisfaction, perceived useful-
ness and intention to continue using it. The instruments 
used to measure constructs in this study are instruments 
that have been used in previous studies [4, 10, 20, 27, 33], 
making it possible to increase the validity and reliabili-
ty of the measurements. The measurement uses a Likert 

Fig. 1. Model research.
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scale from 1 to 7 which has the following meanings: (1) 
Strongly Disagree, (2) Disagree, (3) Somewhat Disa-
gree, (4) Neutral, (5) Somewhat Agree, (6) Agree, and 
(7) Strongly Agree.

Before the actual distribution of the questionnaire, the 
researcher conducted a pilot test with the aim of convinc-
ing himself that the questionnaire items were sufficient, 
correct and understandable to the respondents. Re-
searchers conducted a pre-test as follows:
1. Translate the original English instrument into Indo-

nesian.
2. Ask for help from individuals who are experts in Eng-

lish to translate it back into English. Next, the results of 
the translation into English will be compared by the re-
searcher with the original instrument so that from this 
step it is hoped that there will be no differences in the 
meaning or significance of the translated instrument.

3. Asking negative questions on several items in the 
questionnaire so that the questionnaire is not biased 
and there is a form of control over the questionnaire.

4. Discuss the meaning of each indicator with several 
ATLAS users.

Then, confirmation of the public accountant’s ability 
to accept research and confirmation that the public ac-
counting firm is indeed using ATLAS is carried out first 
by phone. After the survey was approved, the research-
er brought and took the questionnaire directly to the re-
search location for the reason of increasing the response 
rate from those returning the questionnaire.

The pilot test was conducted on 34 students of PPAK 
and Master of Accounting as well as apprentice students at 
PAF who had used ATLAS in the audit process. After test-
ing, the results show that all items in the questionnaire are 
valid and reliable. Once it is known that the items in the 
questionnaire are valid and reliable, the researcher distrib-
utes the questionnaires to the real respondents in the field.

3. Results

All questionnaires that can be used and processed 
are 356 questionnaires. The majority of respondents, 
39.89%, were junior auditors, 51.40% were senior au-
ditors and 8.71% were supervisors. The number of fe-
male respondents was 33.99% and 66.01% were male. 

The majority of respondents were aged 31–40 years 
and the majority of respondents’ highest education was 
the bachelor’s degree. The majority of respondents had 
more than 5–10 years of work experience and more than 
10 years of experience using computers.

3.1. Validity and reliability testing 

PLS model evaluation is done by evaluating the outer 
model and inner model. Evaluation of the outer mod-
el is carried out by conducting convergent validity tests, 
discriminant validity tests and reliability tests. In order 
to fulfil convergent validity, all constructs must have 
AVE value of more than 0.5. All constructs in Table 1 
have an AVE value more than 0.5. It can be concluded 
that convergent validity has been fulfilled.

In order to qualify for discriminant validity, all in-
dicators must have a factor loading value of more than 
0.7. The test results show that all indicators in Table 2 
have a value of more than 0.7; it means that discrimi-
nant validity is fulfilled.

Table 1.
Output quality criteria overview model  

with SmartPLS

AVE Composite 
reliability R-squared Cronbach’s 

Alpha

Perceived 
usefulness 0.837 0.954 0.935

Confirmation 0.828 0.935 0.896

Information 
quality 0.835 0.953 0.934

System quality 0.809 0.944 0.921

Services quality 0.798 0.941 0.916

Top management 
commitment 0.830 0.936 0.898

Satisfaction 0.840 0.940 0.969 0.905

Continuance 
intention 0.807 0.926 0.577 0.881
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All constructs must have a Cronbach’s alpha val-
ue composite reliability must be greater than 0.7. Tests 
show that all constructs in Table 2 have Cronbach’s  
alpha values and composite reliability of more than 0.7. 
This means that all constructs are reliable.

Evaluation of the inner model or structural model is a 
stage for evaluating the relationship between constructs. 
The Inner Model is evaluated with R2 and statistical test-
ing. The results of the structural model testing using the R2 
value and the significance test through the path coefficient 
values for each path. This is the results of the significance 
test for the path coefficient values or t-values for each path.

Through Fig. 2, it can be concluded that the R2 val-
ues for satisfaction and interest in continuing to use the 
system are 0.97 and 0.58. This explains that the con-
structs of perceptions of usefulness, confirmation, in-
formation quality, system quality, service quality and 
top management commitment are able to explain the 
satisfaction construct by 97%; the remaining 3% is ex-
plained through other variables outside the proposed 
model. Continuing intention to use ATLAS can explain 
the satisfaction construct by as much as 58%.

The significance test is obtained through the results of 
the p-value. The hypothesis is supported if the p-value has 
a value less than 0.05. Based on Table 3 it can be concluded 
that H1a, H1b, H1c, H1f, and H2 are supported because 
they have p-values less than 0.05, while H1d and H1e are 
rejected because they have p-values greater than 0.05.

This study succeeded in proving that perceptions of 
usefulness, confirmation, information quality and top 
management commitment have a positive impact on sat-
isfaction when using the ATLAS system. Meanwhile, the 
satisfaction construct has a positive effect on the inten-
tion to continue using ATLAS. This study failed to prove 
the effect of system quality and service quality on satis-
faction. The following is a discussion for each construct.

4. Discussion and conclusion

This study examines the relationship between per-
ceived usefulness, confirmation, information quality, 
system quality, service quality, top management com-
mitment, satisfaction and intention to continue using 
ATLAS based on the development of the ECM model 
[4] and [12]. The focus of this research was to investigate 
the auditor’s continuance intention for use of ATLAS in 

Table 2.
Output cross loading with SmartPLS

Indicator C CI IQ PU S SEQ SYQ TMC

C1 0.899

C2 0.910

C3 0.921

CI1 0.893

CI2 0.890

CI3 0.912

IQ1 0.915

IQ2 0.906

IQ3 0.920

IQ4 0.914

PU1 0.920

PU2 0.900

PU3 0.921

PU4 0.917

S1 0.913

S2 0.908

S3 0.928

SEQ1 0.889

SEQ2 0.886

SEQ3 0.902

SEQ4 0.898

SYQ1 0.891

SYQ2 0.895

SYQ3 0.912

SYQ4 0.899

TMC1 0.905

TMC2 0.910

TMC3 0.918
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the context of information systems. This study confirms 
that (a) the more useful a system is, the higher the audi-
tor’s satisfaction with its use; (b) the more expectations 
are confirmed in ATLAS, the higher the perceived sat-
isfaction created; (c) the more complete the information 
available on the ATLAS, the higher the auditor’s satis-
faction; (d) the more useful the information provided in 
ATLAS, the higher the auditor’s satisfaction in using it; 
(e) the more satisfied the auditor is in using ATLAS, the 
higher the interest in continuing its use in the future. The 
findings support the following implications in this study.

First, the greater the perception of usability, the higher 
the satisfaction when using ATLAS. The outcomes from 
this research are consistent with [22, 34–36]. This empir-
ical evidence is consistent with ECM that perceived use-
fulness has an effect on satisfaction. These results imply 
that perceived usefulness can be a predictor of perceived 
satisfaction in using the system for auditors. This empiri-
cal evidence has implications that the auditor is satisfied 
using ATLAS if the auditor feels ATLAS is useful in sup-
porting his performance. Thus, PAF must equip auditors 
to provide more training so that auditors understand that 

Fig. 2. Measurement model output.
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the use of ATLAS is very useful and can support perfor-
mance. When auditors feel they have the ability and con-
trol after receiving sufficient provision from the training 
process, they will tend to use the ATLAS system well and 
have high confidence.

Second, auditor expectations that have been confirmed 
in ATLAS positively influence auditor satisfaction as sup-
ported by previous research [22–24]. This empirical evi-
dence is consistent with ECM that confirmation has an im-
pact on satisfaction. These results imply that expectations 
can be a predictor of perceived satisfaction when auditors 
use the system. Good experience and maximum service for 
auditors must be provided to meet the expectations of au-
ditors when using ATLAS. Thus, IAPI as the manufacturer 
of ATLAS must provide the best performance from AT-
LAS so that ATLAS can be used continuously by auditors.

Third, satisfaction increases when the quality of in-
formation is fulfilled. The same findings were found in 
previous studies [25–29]. This empirical evidence is con-
sistent with the information systems achievement model, 
that the quality of information affects satisfaction. These 
results indicate that the quality of information can play 
an important role in understanding satisfaction in using 
a technology. Thus, ATLAS must be designed to be use-
ful, understandable, attractive and believable. High qual-
ity information must be maintained and improved to pro-
vide even more satisfying results.

Fourth, top management commitment affects audi-
tor satisfaction when using ATLAS. In other words, when 
management provides full support to the auditors to use 
ATLAS, the auditors will be satisfied with the new sys-
tem. This finding is in accordance with the findings of the 
previous study [20]. Top management commitment must 
be continuously improved. This empirical evidence has 
implications that auditors have a high level of satisfaction 
when auditors in PAF get full support from top manage-
ment. Top management commitment is believed to be 
able to increase the level of confidence and willingness of 
employees to complete tasks properly. Thus, in designing 
a system, PAF does not only think about the greatness of 
the implemented system, but also must provide full sup-
port to the auditors in the application of ATLAS.

In addition, perceived satisfaction positively influ-
ences intention to continue using ATLAS. The out-
comes of this study are consistent with studies accom-
panied by [22, 32]. This empirical evidence is consistent 
with the ECM and information system success models, 
that satisfaction influences the intention to continue us-
ing the system. The findings in this study indicate that 
satisfaction is a strong factor influencing intention to 
continue using ATLAS. That is, even though auditors 
initially have a positive perception of ATLAS, the au-
ditors will not continue to use ATLAS if they are dis-
satisfied with the system. Moreover, the use of the AT-

Table 3.
Results of hypothesis testing with SmartPLS

Hypotesis Path Original sample t-statistic p-value Conclusion

H1 PU  S 0.281 3.629 0.000 Supported

H2 C  S 0.135 2.024 0.022 Supported

H3 IQ  S 0.272 3.606 0.000 Supported

H4 SYQ  S –0.038 0.678 0.249 Rejected

H5 SEQ  S 0.021 0.374 0.354 Rejected

H6 TMC  S 0.313 4.436 0.000 Supported

H7 S  CI 0.759 23.145 0.000 Supported
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LAS system is voluntary, so the auditor has the power to 
continue using ATLAS or not. Thus, PAF management 
needs to think about motivating its employees so that 
they are more motivated to use the ATLAS system prop-
erly. When auditors are motivated to use the ATLAS sys-
tem, they will tend to continue using the ATLAS system.

On the other hand, system quality and service quality 
do not affect satisfaction when using ATLAS. This find-
ing is inconsistent with previous research [25–28]. This 
empirical evidence is supported by the study of [37]. 
This empirical evidence is suspect because the satisfac-
tion felt by the auditor is subjective so that the percep-
tion of each auditor can be different. This study proves 
that the relationship between information quality and 
satisfaction in the DeLone and McLean model is not 
sufficient to explain the phenomenon of someone ac-
cepting or rejecting use of the ATLAS system.

With the development of technology, ATLAS was in-
troduced as an information system that combines the en-
tire audit process from the initial engagement to the inde-
pendent auditor’s report. The significance of this study is 
to identify the factors that influence the intention to con-
tinue using ATLAS. From the results, this study suggests 
a strategy to increase interest in continuing the use of AT-
LAS by verifying the causal relationship between related 
factors, and the use of ATLAS for auditors is voluntary.

The limitation of this study is that it only uses one 
construct related to the organizational context, namely  
Third, satisfaction increases when the quality of infor-
mation is fulfilled. The same findings were found in 
previous studies [25–29]. This empirical evidence is 
consistent with the information systems achievement 
model, that the quality of information affects satisfac-
tion. These results indicate that the quality of informa-
tion can play an important role in understanding sat-
isfaction in using a technology. Thus, ATLAS must be 
designed to be useful, understandable, attractive and be-
lievable. High quality information must be maintained 
and improved to provide even more satisfying results.

Fourth, top management commitment affects au-
ditor satisfaction when using ATLAS. In other words, 
when management provides full support to the auditors 
to use ATLAS, the auditors will be satisfied with the new 
system. This finding is in accordance with the findings 

of the previous study [20]. Top management commit-
ment must be continuously improved. This empirical 
evidence has implications that auditors have a high lev-
el of satisfaction when auditors in PAF get full support 
from top management. Top management commitment 
is believed to be able to increase the level of confidence 
and willingness of employees to complete tasks properly. 
Thus, in designing a system, PAF does not only think 
about the greatness of the implemented system, but also 
must provide full support to the auditors in the applica-
tion of ATLAS.

In addition, perceived satisfaction positively influ-
ences intention to continue using ATLAS. The out-
comes of this study are consistent with studies accom-
panied by [22, 32]. This empirical evidence is consistent 
with the ECM and information system success models, 
that satisfaction influences the intention to continue us-
ing the system. The findings in this study indicate that 
satisfaction is a strong factor influencing intention to 
continue using ATLAS. That is, even though auditors 
initially have a positive perception of ATLAS, the au-
ditors will not continue to use ATLAS if they are dis-
satisfied with the system. Moreover, the use of the AT-
LAS system is voluntary, so the auditor has the power to 
continue using ATLAS or not. Thus, PAF management 
needs to think about motivating its employees so that 
they are more motivated to use the ATLAS system prop-
erly. When auditors are motivated to use the ATLAS sys-
tem, they will tend to continue using the ATLAS system.

On the other hand, system quality and service quality 
do not affect satisfaction when using ATLAS. This find-
ing is inconsistent with previous research [25–28]. This 
empirical evidence is supported by the study of [37]. 
This empirical evidence is suspect because the satisfac-
tion felt by the auditor is subjective so that the percep-
tion of each auditor can be different. This study proves 
that the relationship between information quality and 
satisfaction in the DeLone and McLean model is not 
sufficient to explain the phenomenon of someone ac-
cepting or rejecting use of the ATLAS system.

With the development of technology, ATLAS was in-
troduced as an information system that combines the en-
tire audit process from the initial engagement to the inde-
pendent auditor’s report. The significance of this study is 
to identify the factors that influence the intention to con-
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tinue using ATLAS. From the results, this study suggests 
a strategy to increase interest in continuing the use of AT-
LAS by verifying the causal relationship between related 
factors, and the use of ATLAS for auditors is voluntary.

The limitation of this study is that it only uses one 
construct related to the organizational context, namely 
top management commitment. Based on the limitations 
of this study, further studies can be carried out, namely 

further studies can add other constructs in the organiza-
tional context that were not examined in this study, for 
example organizational culture. 
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Abstract

This paper presents the task of recognizing product information (PI) (i.e., product names, prices, 
materials, etc.) mentioned in customer statements. This is one of the key components in developing artificial 
intelligence products to enable businesses to listen to their customers, adapt to market dynamics, continuously 
improve their products and services, and improve customer engagement by enhancing effectiveness of a 
chatbot. To this end, natural language processing (NLP) tools are commonly used to formulate the task 
as a traditional sequence labeling problem. However, in this paper, we bring the power of machine reading 
comprehension (MRC) tasks to propose another, alternative approach. In this setting, determining product 
information types is the same as asking “Which PI types are referenced in the statement?” For example, 
extracting product names (which corresponds to the label PRO_NAME) is cast as retrieving answer spans to 
the question “Which instances of product names are mentioned here?” We perform extensive experiments 
on a Vietnamese public dataset. The experimental results show the robustness of the proposed alternative 
method. It boosts the performance of the recognition model over the two robust baselines, giving a 
significant improvement. We achieved 92.87% in the F1 score on recognizing product descriptions at Level 1.  
At Level 2, the model yielded 93.34% in the F1 score on recognizing each product information type.
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Introduction

Product Information (PI) is all the data about 
the products that a company sells. It includes 
a product’s technical specifications, size, 

materials, prices, photos, schematics, etc. E-com-
merce requires companies to collect clear basic PI 
that consumers can actually understand and place 
orders. Without PI1, the product could not be found 
and sold online at all. 

Recognizing PI is crucial for widespread applica-
tions. For example, in the e-commerce field, it is vital 
to integrate this component to develop AI products 
like chatbots [1] to enhance customers’ experiences. 
Chatbots significantly help reduce customer support 
costs, while increasing customer satisfaction with 
an AI chatbot that can recognize customer intents, 
instantly provide information, on any channel, and 
never take a day off. Identifying PI also helps to bet-
ter analyze the sentiments [2] in comments/reviews 
of their customers. With PI, we can associate specific 
sentiments with different aspects of a product to ana-
lyze customer sentiments and opinions from reviews. 
This would improve the product and help make better 
marketing campaigns.

Conventionally, the task of PI recognition is formu-
lated as a sequence labeling problem. It is a supervised 
learning problem that involves predicting an output 
sequence for a given input sequence. Most research 
in this field has proposed different machine learning 
approaches using handcrafted features or neural net-
work approaches [3, 4] without using handcrafted fea-
tures.

1 In this paper, we consider seven types of PI types including categories, attributes, extra-attributes, brands, 
packsizes, numbers, and unit-of-measurements (uoms). 

2 https://github.com/oanhtt84/PI_dataset/tree/main 

In this paper, we bring the power of machine read-
ing comprehension (MRC) to this task. This idea is 
significantly inspired by a recent trend of transforming 
natural language processing (NLP) tasks to answering 
MRC questions. Specifically, Levy et al. [5] formu-
lated the relation extraction task as a QA task. McCann 
et al. [6] transformed the tasks of summarization or 
sentiment analysis into question answering. For exam-
ple, the task of summarization can be formalized as 
answering the question “What is the summary?” Li et 
al. [7] formalized the task of entity-relation extraction 
as a multi-turn question-answering problem.

So far, most current work has focused on high-
resource languages. Therefore, to narrow the gap 
between low and high-resource languages, this paper 
also targets the Vietnamese language. This paper pro-
posed an alternative way to extract PI by modeling it as 
a MRC problem. We conduct many extensive exper-
iments on a public dataset by Tran et al. [1] and the 
results demonstrate that this approach introduces a 
significant performance boost over robust existing sys-
tems. The main contribution of this paper can be high-
lighted as follows:

 ♦ We proposed an alternative method to recognize PI 
by tailoring the MRC framework to suit the specific 
requirement of the task.

 ♦ We have conducted extensive experiments to verify 
the effectiveness of the proposed approach on a pub-
lic Vietnamese benchmark dataset2.

The remainder of this paper is organized as follows. 
Related work is presented in Section 1. Section 2 shows 
how to formulate the task as an MRC problem and 
then describes the method for generating questions, as 
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well as the model architecture. Section 3 describes the 
experimental setups, experimental results, and some 
discussions. Finally, we conclude the paper and figure 
out some future lines of work. 

1. Related work

This section first presents the work on PI identi-
fication, and then describes related work about the 
machine reading comprehension (MRC) tasks. 

1.1. Work on PI recognition 

Information retrieval chatbots are widely applied 
as assistants, to support customers formulate their 
requirements about the products they want when plac-
ing an order online. In order to develop such chatbots, 
most current systems use information retrieval tech-
niques [8, 9] or a concept-based knowledge model 
[10] to identify product information details mentioned 
by their customers. Towards building task-oriented 
chatbots, Yan et al. [11] presented a general solution 
for online shopping. To extract PI asked by custom-
ers, the system matched the question to basic PI using 
the DSSM model. Unfortunately, these studies do not 
support customers who are performing orders online, 
and some external data resources exploited in their 
research are intractable in many actual applications.

Most work has been done for rich-resource lan-
guages such as English and Chinese; work for poor-
resource languages is much rarer. In Vietnam, there is 
only one work focusing on recognizing PI types in the 
retail domain. Specifically, Tran et al. [1] introduced a 
study on understanding what the users say in chatbot 
systems. They concentrated on recognizing PI types 
implied in users’ statements. In that work, they mod-
eled the task as a sequence labelling problem and then 
explored different deep neural networks such as CNNs 
and LSTMs to solve the task. 

1.2. Work on MRC

MRC refers to the ability of a machine learning 
model to understand and extract relevant information 
from written texts. It is similar to how a human reader 

would do this and accurately answer questions related 
to the content of the texts. The power of the MRC 
model is evaluated by the ability to extract the correct 
answer to the user question. 

Many published novel datasets inspired a large 
number of new neural MRC models. In the past sev-
eral years, we have witnessed many neural network 
models created such as BERT [12, 16] RoBERTa 
[13] and XLNet [10]. Many large language mod-
els utilize transformers [14] to pre-train representa-
tions by considering both the left and right context 
across all layers. Due to their remarkable success, 
this approach has progressively evolved into a main-
stream method, involving pre-training large language 
models on extensive corpora and subsequently fine-
tuning them on datasets specific to the target domain. 
Deep learning neural networks, particularly those 
based on transfer learning, are widely employed to 
address diverse challenges in natural language pro-
cessing (NLP). Transfer learning methods emphasize 
the retention of data and knowledge acquired during 
the exploration of one problem, then applying this 
acquired knowledge to address different yet related 
questions. The effectiveness of these cutting-edge 
neural network models is noteworthy. For example, 
Lithe SOTA neural network models by Therasa et al. 
[12] has already exceeded human performance over 
many related MRC benchmark datasets. 

In this paper, we borrow the idea of MRC to pro-
pose another alternative approach to this task. To prove 
the effectiveness of the approach, we conduct extensive 
experiments on a public Vietnamese dataset released by 
Tran et al. [1]. The results showed a new SOTA result 
over the traditional existing techniques.

2. Recognizing PI as an MRC problem

In this section, we first formulate the task of rec-
ognizing PI as an MRC problem. Then, we show the 
method to generate questions/queries for finding 
the answers (which could be the product informa-
tion instances) appearing in the users’ input utter-
ances. Finally, the model architecture is presented and 
explained in more details.
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2.1. Problem formulation

Given a users’ statement x including n syllables  
{x1, x2, ..., xn}, we need to build a model to identify every 
product information mentioned in x. For each instance 
of a product information type found in x we assign a  
label y to it. Here, y belongs to one of the pre-defined 
PI list including product names, product size, product  
unit-of-measurements, product attribute, product brand, 
product number, and product extra attribute.

To exploit the MRC approach, it is necessary to recast 
the task as an MRC problem. To this end, we construct tri-
ples of questions, answers, and contexts {qpi, xstart:end, ..., x}  
for each label pi mentioned in x as follows:

 ♦ x: the user’s statement
 ♦ xstart:end : the product information mentioned in x. 
It is a sequence of syllables within x identified by 
the specified start and end indexes {xstart , ... xend }, 
where the condition start <= end holds true. Expert 
knowledge is required to annotate this data.

 ♦ qpi: the question to ask the model to find xstart:end  
corresponding to the label pi. This is a natural 
question consisting of m syllables {q1, q2, ..., qm}. 
Various approaches will be investigated in order to 
generate such questions.

This exactly establishes the triple (Question, Answer, 
Context) to be exploited in the proposed framework. 
And now, the task can be recast as an MRC problem 
as follows: Given a collection of k training examples  
{q i, , x i} (where i = ). The purpose is to train 
a predictor which receives the statement x and the cor-
responding question q, and outputs the answer xstart:end.  
It is formulated as the following formula:

 = f(q i, x i).

2.2. Question generation

Each PI is associated with a specific question gen-
erated by combining the predefined templates and its 
training example values. It is a natural language ques-
tion. In order to provide more prior knowledge about 
the label, we add some examples to the questions so 
that the model can recognize answers easier. These 
examples are randomly withdrawn from the training 
data set. Some typical generated questions for prod-
uct information types are shown in Table 1.

Here we just provide some examples of each prod-
uct information type to help the model find all of its 
instances appearing in the input statement.

Table 1.
Some questions generated for each PI types using templates

No. Product information types Generated questions

1 Product names Which product names are mentioned in the text such as smoothies and cakes?

2 Product sizes Which product sizes are mentioned in the text such as big and small?

3 Product colors Which product colors are mentioned in the text such as green and blue?

4 Product uoms Which product uoms are mentioned in the text such as cup and cm?

5 Product attributes Which product attributes are mentioned in the text such as extra ice and little sugar?

6 Product extra attributes Which product extra attributes are mentioned in the text such as strawberry flavor and orange flavor?

7 Product brand Which brands are mentioned in the text such as Samsung and Toyota?
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Fig. 1. An architecture using BERT to solve the PI recognition task as an MRC problem.  
(English translation is given right below the Vietnamese texts).

PI instances: 4 cốc trà sữa
    4 cups of milk tea

Statement: Сho minh order 4 cốc trà sữa
               Ship me four cups of milk tea

Question: Bạn có thể phát hiện các thực thể mô tả sản  
              phẩm như sinh tố? 
             Can you detect product description such as smoothies?
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2.3. Model architecture

Figure 1 shows the general architecture which 
includes several main components. The model in this 
framework is built with a pre-trained large language 
model (i.e., BERT encoder) and a network designed 
to produce candidate for start and end indexes, along 
with their associated confidence scores indicating the 
likelihood of being product information. 

Given the question qpi, the purpose is to find the 
text span xstart:end$ categorized as the product informa-
tion type pi. In the first step, qpi and x are concatenated 
to establish the string {[CLS], q1, q2, ..., qm; [SEP], [x1, 
x2, ..., xn},where [CLS] and [SEP] are special tokens 
employed in the conventional pre-trained LLMs. Then, 
the string is inputted into BERT to generate a contex-
tual representation matrix E  R n d, (here d indicates the 
vector dimension of the final layer). Here, we do not 
make any prediction for the question, so its final vector 
representation is ignored.

2.4. Producing the indexes  
of start:end 

To this end, we follow the method proposed by Li 
et al. [7] to build two corresponding binary classi-
fiers. These two classifiers estimate the probability 
of each token to be a start or an end index using a 
softmax function. Specifically, pstart, pend  Rn indicate 
the vectors that show the likelihood in probability 
of each token being the start index and end index, 
respectively:

[pstart, pend] = softmax (EW + B),

where both W and B   are trainable parameters.

Then, a ranked list of potential Product Informa-
tion (PI) along with corresponding confidence scores 
is produce by the model. These scores are computed as 
the sum of the probabilities associated with their start 
and end tokens.

In training, the overall objective is to minimize the 
global loss of three types which are losses for start 

index, end index and start-end index matching. These 
losses are simultaneously trained in an end-to-end 
framework. We use [15] to optimize the loss.

3. Experiments

This section first shows the general information 
about the public benchmark dataset used for experi-
ments. Then, it tells us about the setups of experi-
ments. Finally, the experimental results and discussion 
are shown.

3.1. Dataset

In this paper, we used the dataset released by Tran 
and Luong [1] to perform comparative experiments. 
This data was collected from a history log of a retail 
restaurant, some forums and social websites. It was 
annotated with seven main types of PI which are prod-
uct category, product attribute, product extra-attribute, 
product brand, product packsizes, product number, and 
product uoms. Two levels of annotation were provided. 
At the first level, descriptions of products (Level 1) 
are extracted. Then, these product descriptions are 
further decomposed into some detailed PI types 
(Level 2). An example is given in Table 2. 

3.2. Experimental setups

The models are evaluated using popular metrics such 
as precision, recall, and F1 scores [17]. The best param-
eters were fine-tuned on development sets. The best 
values for parameters and hyper-parameters are listed 
as follows:

 ♦ Train sequence length: 768
 ♦ Number of epochs: 300
 ♦ Batch size: 8
 ♦ Learning rate: 3e-5
 ♦ Adam epsilon: 1e-8
 ♦ Max gradient norm: 1.0
 ♦ Bert embedding: 768 dimensions.
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We adapted the MRC framework3 to this task and 
exploited the viBERT4 and vELECTRA5, a pre-trained 
large language model optimized for Vietnamese, to build 
the PI recognition model. In case the pre-trained mod-
els are not available to optimize for a specific language,  
it is also feasible to use a multilingual pre-trained 
model, such as mBERT (a.k.a multi-lingual BERT) 
in order to get the vector representations for its sen-
tences. We trained the model on the GPU Tesla V100 
SXM2 32GB. 

3.3. Experimental results

Tables 3 and 4 show the experimental results of the 
proposed model in comparison to the two baselines 
which are BiLSTM-CRF and CNN-CRF [1]. 

At Level 1, we can see that the MRC approach 
boosted the performance by a large margin on all evalu-
ation metrics. In comparison to the best baseline CNN-
CRF, it enhanced F1 score by nearly 2% in the case of 
using viBERT and 2.4% in the case of using vELEC-
TRA. This suggested that the MRC approach is very 
promising and yields a better performance than other 
traditional approaches.

3 https://github.com/CongSun-dlut/BioBERT-MRC 

4 https://github.com/fpt-corp/viBERT 

5 https://github.com/fpt-corp/vELECTRA 

Table 3.
Experimental results of the models  
at Level 1 – Product descriptions

Precision Recall F1-scores

biLSTM-CRF 89.71 91.35 90.52

CNN-CRF 90.6 91.24 90.91

MRC-viBERT 94.1 91.68 92.87

MRC-vELECTRA 94.5 92.18 93.33

At Level 2, in comparison to biLSTM-CRF, it 
significantly outperformed this baseline in all prod-
uct information types. The MRC-viBERT approach 
also slightly increased the F1 score by about 0.3% in 
comparison the best baseline of CNN-CRF method. 
Among seven PI types, it achieved a significant 
improvement over the two baselines by a large margin 
on three PI types (i.e. product branch, product category, 
and product extra_attribute). For the type of attribute, 
the proposed approach got the competitive results. 
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Table 2.
One example of a user’s statement annotated at two levels. 

(English translation is provided right  
after the Vietnamese statement at the first row)

Utterances Cho em đặt 1 hộp bánh kem vị xoài Cỡ lớn

Let me order 1 pack cream cake mango flavor big size

Level 1 other Product description

Level 2 other number uom category attribute size
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It surpassed biLSTM-CRF, but could not overcome 
CNN-CRF on the remaining three PI types (i.e., prod-
uct packsize, product sys_number, and product uom). 

Among two types of MRC basing on viBERT and 
vELECTRA as backbone, we witnessed that MRC-
vELECTRA performed slightly better than MRC-viB-
ERT. It increased the performance on four PI types 
(i.e. product attribute, product branch, product cate-
gory, and product extra_attribute). However, similar to 
MRC-viBERT, the MRC-vELECTRA also could not 
surpass CNN-CRF on the remaining three PI types. 
Overall, in comparison to the best baseline – CNN-
CRF, the MRC-vELECTRA increased the F1 score by 
0.85%. This result is quite promising.

3.4. Discussion

Looking at the results shown in Table 3 and Table 4, 
we acknowledge that using the MRC approach yielded 
higher F1 scores at both levels. This is because the que-
ries/questions generated provide more prior knowledge to 
guide the identification process of product information.

It can be also seen that the proposed method yielded 
better performance on recognizing long PI types (such 
as product attributes, product description, product extra 
attribute) in comparison to the best baseline – CNN-
CRF. This can be explained as follows: the MRC 
approach captures the sequence information better 
than CNN. CNN only leverages the local contexts 
based on n-gram characters and word embeddings. So, 
it does not have the power of capturing long PI types as 
compared to the MRC approach. Among two types of 
word embeddings, the MRC-vELECTRA was slightly 
better than MRC-viBERT on both two PI levels. 

This proposed approach can be generalized to any 
language. In case BERT is not available to a specific 
language, we can instead use the mBERT (multi-lin-
guage BERT) as the backbone.

Conclusion

This paper described the task of identifying prod-
uct information mentioned by customers’ statements 

Table 4.
Experimental results of the models at Level 2 – Product Information Types

biLSTM-CRF CNN-CRF MRC-viBERT MRC-vELECTRA

PI types Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1

attribute 93.69 95.63 94.63 95.9 97.24 95.8 95.82 95.25 95.53 96.02 95.71 95.86

brand 82.44 83.24 82.77 89.38 88.64 88.98 92.04 89.90 90.90 92.79 90.65 91.71

category 86.24 88.45 87.32 91.44 91.90 91.67 93.57 93.88 93.72 94.17 93.98 94.07

extra attribute 87.89 86.76 87.26 88.83 86.24 87.39 94.03 88.76 91.31 95.01 89.04 91.93

packsize 85.03 86.82 85.84 91.62 93.14 92.36 92.23 88.77 90.41 93.04 89.21 91.08

sys number 95.24 95.35 95.28 95.88 95.92 95.89 95.29 92.04 93.62 96.12 92.57 94.31

uom 88.80 91.73 90.16 92.12 92.33 92.19 89.16 93.07 91.05 90.01 93.11 91.53

Total 89.39 90.86 90.11 92.95 93.21 93.08 93.69 93.01 93.34 94.11 93.76 93.93
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in a retail domain. This is a vital step in developing 
many artificial intelligence commercial products. In 
contrast to many previous studies, we did not formu-
late the task as a conventional sequence labeling prob-
lem. Instead, we make use of the robustness of MRC 
tasks to propose an alternative approach. The proposed 
MRC architecture also leverages the knowledge gained 
during pre-training a large language model and then 
applies it to a new, related task – MRC. We performed 
experiments on a Vietnamese public benchmark data-
set to verify the effectiveness of the proposed method. 
We achieved a new SOTA result by boosting the rec-
ognition performance over the two strong baselines. 
Specifically, we achieved 93.33% in the F1 score on 
recognizing product descriptions at Level 1 (upgraded 
by 2.4%). At Level 2, the model slightly improved the 

performance and yielded 93.93% in the F1 score on 
recognizing each product information type by using 
MRC-vELECTRA. The results also suggested that this 
approach is more effective in predicting long PI types 
with high precision. 

In the future, we will continue exploring different 
kinds of generating questions by providing more clues 
to help find the product information. Furthermore, 
we will explore alternative robust pre-trained language 
models to improve the predictive model. 
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The key events of the 25th Yasin Conference will be taking place  
in Moscow from April 23 to 26, 2024.

Reports on new research results will be presented and discussed  
as part of the Conference’s sections.  

These reports will be selected through reviews of proposals.  
Furthermore, the Conference’s programme traditionally features expert discussions  

of the most pressing economic, social, internal and external issues  
in the format of roundtables and associated events.

Applications for attending the Conference as a participant  
can be submitted until Friday, April 19, 2024.  

Further details are available on the Conference website in the section for ’Participants’.

The Conference’s events will be held in Russian or English. Certain discussions will be bilingual  
with simultaneous translation services provided.

With a view to involving participants from Russia’s various regions and all over the world,  
as well as bearing in mind that certain epidemiological restrictions still may be in effect,  

the 25th Yasin Conference will be held in a hybrid format. 

A competitive selection of proposals submitted  
by young researchers from Russian regions for taking part in the Conference  

will be traditionally held as part of the 25th Yasin Conference.
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1. Asian Studies; 
2. Geography and Geo-information  

Technologies;
3. Demography and Labour Markets; 
4. Instrumental Methods in Economic  

and Social Studies; 
5. Corporate Finance in the Context  

of Global Challenges;
6. Macroeconomics  

and Macroeconomic Policy; 
7. International Relations; 
8. Economic Methodology;
9. World Economy; 
10. Science and Innovation; 
11. Education; 
12. Political Processes;
13. Law in the Digital Age; 

The final deadline for filing proposals online via  
the HSE University’s Conference system is Friday, April 19, 2024.

Registration fees

Participation fee for listeners (participants without a report): RUB 3,000.  
See detailed information in the “Conference fees”. 

Participation in the Conference will be free of charge for all other participants, including:
 ♦ Students and PhD students from any University (upon presentation of their Student ID);
 ♦ HSE University’s staff (upon presentation of their staff ID badge);
 ♦ Honourary guests invited by the Conference Programme and Organizing Committees.

Proposals for taking part in the Conference with a report will be focused on the following areas:

14. Psychology;

15. Healthcare Studies; 

16. Regional and Urban Development; 

17. Management;

18. Social Policy; 

19. Sociocultural Processes; 

20. Sociology; 

21. Theoretical Economics; 

22. Smart City;

23. Financial Institutes, Markets  
and Payment Systems; 

24. Firms and Markets; 

25. Data-Driven Economy.
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