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Abstract

Modern product retrieval systems are becoming increasingly complex due to the use of extra product 
representations, such as user behavior, language semantics and product images. However, adding new 
information and complicating machine learning models does not necessarily lead to an improvement 
in online and business search performance, since after retrieval the product list is ranked, which 
introduces its own bias. Nevertheless, the business performance of a product search will be worse from 
ranking an incomplete list of products than a complete one, and the relevance of search results will 
not improve from perfect sorting of products that do not match the search query. Therefore, the main 
quality indicators for the products retrieval phase remain Recall and Precision at the k threshold. This 
paper compares several architectures of product retrieval systems in product search for e-commerce. To 
do this, the concepts of threshold Recall and Precision for information retrieval are investigated and the 
dependence of these measures on the order of issuance is revealed. An automatic procedure has been 
developed for calculating R@k and P@k, which allows us to compare the effectiveness of information 
retrieval systems. The proposed automatic procedure has been tested on the WANDS public dataset for 
several key architectures. The obtained values R@1000 = 84% ± 9% and P@10 = 67% ± 17% are at the 
level of SOTA models.
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Introduction

The efficiency of product search is essential 
for the success of online electronic mar-
ketplaces [1]. A study [2] has shown that 

more than 90% of users decide to purchase products 
after conducting a search. An early version of Ama-
zon’s search technology contributed more than 35% 
to sales [3]. The modern approach to product search 
[4–6], based on the information retrieval paradigm, 
consists of two stages: document retrieval and rank-
ing. Documents, in this context, refer to product data 
or product modalities. Product data retrieval is cen-
tral to the search process. If a product is not found 
in the product catalog, it will not be displayed in the 
search results or ranked according to the priorities of 
buyers, sellers and the marketplace. Product cards 
are multi-modal documents, as product data can be 
presented in various forms, such as a product name, 
a list of characteristics, graphical images, video and 
customer reviews. To ensure maximum completeness, 
data retrieval must be performed from each modal-
ity. Combining product cards retrieved from different 
sources into a single list for subsequent ranking is a 
separate process that is outside the scope of this study.

Modern approaches to data retrieval based on high-
dimensional vector representations using artificial 
neural networks with deep learning have the potential 
to create a unified space for combining multi-modal 
product cards.

There is a fundamental distinction between lexical 
retrieval methods [7] and embedding-based retrieval 
methods. Lexical retrieval techniques are based on the 
presence or absence of specific tokens in a document 
allowing for a definitive determination of whether a 
given document matches a search query.

For example, consider a query for the term “skirt” 
in a product catalog containing two product descrip-
tions (PD1 and PD2), both of which describe a gar-
ment. Using a lexical retrieval method applied to this 
catalog, only PD1 would be retrieved, since it con-
tains the exact term “skirt.” In contrast, an embed-
ding-based method would return PD1 with a match-
ing score of 0.9 and PD2 with a score of 0.1, indicating 
that PD2 is less relevant to the query.

Lexical retrieval leads to sparse results, while 
embedding-based methods produce more dense 
results. In order to obtain the optimal number of rel-
evant product data, it is necessary to set a relevance 
threshold using an embedding-based approach. In 
the event of a high cutoff threshold, the output will 
be shorter and easier to rank, however, there is a pos-
sibility of a decrease in the recall of the output data. 
In the scenario where a low cutoff threshold is used, 
recall will be higher, but a significant amount of com-
puting resources will need to be allocated to rank the 
data. This is unacceptable, since ranking must be per-
formed in near real-time due to the necessity of con-
sidering various factors such as the user’s location, 
availability of products and pricing. Therefore, the 
challenge of finding optimal settings for the retrieval 
system is highly relevant.

Business metrics for product search systems can 
be broadly categorized into two groups: online and 
offline metrics. Online metrics are collected during 
the actual use of the product search system in real-
istic conditions. These metrics take into account 
user interactions, such as whether the user clicks on 
a product card that has been found. While there are 
numerous online metrics, they all pertain to some 
form of user engagement and are beyond the scope of 
this discussion.
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Offline metrics are measured in a controlled envi-
ronment prior to deploying a new version of an infor-
mation retrieval system. These metrics determine 
whether a specific set of relevant results are returned 
when searching for documents using the system.

In scientific literature, two types of offline metrics 
are commonly distinguished: those that consider the 
order in which documents are retrieved and those that 
do not [7, 9]. Metrics that consider the order include 
discounted cumulative gain (DCG) and normalized 
DCG, as well as mean reciprocal rank (MRR). Met-
rics that do not consider order include recall and pre-
cision, which are the most straightforward indicators 
of a system’s suitability for implementation.

The development of new iterations of product 
search engines is a lengthy and costly process that 
involves a range of organizational and technological 
measures that are crucial for business success. Eval-
uating the efficacy of a new iteration of the product 
search engine is an essential step that can be repeated. 
The availability of clear, informative, cost-effective 
and scientifically substantiated metrics increases the 
probability of the successful implementation of new 
iterations. Therefore, this research focuses specifi-
cally on metrics related to recall and precision.

This paper presents a description of the research 
methodology, experimental findings, and conclu-
sions. 

1. Methodology

Search quality assessment indicators require pre-
cise definitions in order to accurately interpret 
research findings. The presence of a mathematical 
formula for an indicator within a paper can be ambig-
uous without a detailed explanation. For instance, 
while books [10] and studies [11] present a formula 
for calculating the accuracy index for a singular 
search query, it is evident that the accuracy index will 
vary for different queries. The reduction of depen-
dencies between recall and precision metrics in stud-
ies [5, 12] was conducted without specifying a thresh-
old, significantly complicating the interpretation of 
results. It is essential to justify the selection of indi-

cators used to evaluate product search quality. It is 
uncommon to find justifications for the utilization of 
specific indicators in scholarly articles. For instance, 
in [12], various accuracy metrics were chosen for 
two datasets: MS MARCO Dev [13], MRR@10; and 
TREC2019 DL [14], MAP@10. The relevance algo-
rithm’s significance in formulas for AP@k in work 
[15] has been overlooked. Additionally, the accuracy 
metric for high threshold values k  >  1000 has been 
considered in article [16], which necessitates separate 
justification because the accuracy metric is signifi-
cant for the “top page” search results. Study [17] only 
provides the recall metric for thresholds 10, 50, and 
100 without analyzing the precision metric. Note that 
the formulas for recall and precision metrics in sta-
tistics differ from those for information retrieval, so 
we will provide a textual explanation of the algorithms 
used to calculate R@k and P@k values for information 
retrieval purposes.

Definition 1: The threshold recall R@k is the 
average value Q = {qi} across all search queries qi.  
For each search query qi

 , we calculate the inter-
section of the set of product cards that match the 
query   – the true positive set, with the top k prod-
uct cards in the sorted list of retrieved cards results  

, divided by  – the total num-
ber of product cards matching the query (1):

                     ,	 (1)

where

|Q| – the number of search queries being considered;

k – the threshold for cutting off search results;

qi – the search query qi  Q;

 – the set of all products matching the search query 
qi ;

 – search results, the set of all products found by 
the search query qi.

By analogy with R@k, the formula for the preci-
sion indicator P@k is given by the following expres-
sion (2):
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                     .	 (2)

The difference between the R@k and P@k formu-
las lies in the calculation method. In the denomina-
tor of the R@k formula, the number of product cards 
relevant to the search query is used, while in the P@k 
formula, only the number of relevant product cards up 
to a certain threshold is considered.

Based on formulas (1) and (2), we can analyze the 
behavior of the R@k and P@k indicators depending on 
the threshold value k. The limit values for the com-
pleteness indicator R@k are presented in formula (3):

                                      	 (3)

For the precision indicator P@k, the limit values are 
provided in formulas (4):

                                      	 (4)

To demonstrate the dependence of the recall and 
precision threshold indicators as defined by formulas 
(1) and (2), on the order of search results, we propose 
the following lemma:

Lemma 1: The threshold values for recall and preci-
sion are dependent on the order in which search results 
are presented.

The relationship between recall and precision met-
rics and the ordering of search results is examined in 
more detail. Figure 1 illustrates an example of how 
these metrics can be calculated.

It can be inferred from Fig. 2 that the order in which 
search results are produced affects the values of recall 
and precision metrics when these metrics are calcu-
lated. For example, if an item with Id4 is closer than a 
threshold of 3 to the beginning of search results, then 
the precision for @3 will be 2/3 and the recall for @3 
will be 2/7. However, within the threshold (k = 3), the 
position of item with Id4 will not influence the val-
ues of these metrics for this particular threshold (see 
Fig.  2). Therefore, the threshold-specific indicators 
of recall and precision are dependent on the output 
order. Lemma 1 can therefore be considered analyti-
cally proven.

Given that the recall and precision thresholds 
depend on the ordering of items in the output, it is nec-
essary to evaluate the retrieval system in an integrated 
manner, rather than at a single point K, at which the 
behavior of the metric may be biased. Therefore, it is 
recommended to evaluate the system using the sum of 

Fig. 1. Recall and Precision of search results.

Recall@3 = 3 / 7              Recall@5 = 4 / 7            Precision@3 = 3 / 3              Precision@5 = 4/ 5

The products 
matching the search 
query “skirt”.

Total number  
of “skirts” in the 
product catalog.
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discrete precision metrics for threshold values between 
1 and K, where K is a hyperparameter of the system. In 
the example shown in Fig. 1, the value of the integrated 
precision metric for the threshold:

.

Next, we will discuss how the intersection of two sets 
of products is achieved. Figure 1 illustrates the products 
with Idi, than  = [Id9, Id2, Id8, Id7, Id5, Id3, Id1] and 

 = [Id1, Id2, Id3, Id4, Id5] for threshold k equal to 
5. To calculate the component , an inter-
section operation is performed. In this operation, each 
element from  set is compared with each element from 

 set. In the case under consideration, the elements 
are products that have several modalities. Therefore, 
they can be compared using different matching algo-
rithms.

Figure 1 shows two product modalities: a digital iden-
tifier (Id) and an image. Additionally, other product 
modalities based on textual representations, such as the 
name of a product on eBay [16] or the characteristics of 
a product in an Amazon study [5], are also considered 
in the literature.

In general, the problem of determining the identity of 
two products can be solved by combining the similarity 
functions of different modalities. For example, this ap-
proach is used in the study by [18].

The general form of the product identification func-
tion is given by , where V represents the vector 
space in which products will be compared and a  rep-
resents the modality of the product. Next, the following 
vector spaces will be analyzed: N, which is the space of 
natural numbers representing digital identifiers for prod-
ucts; T, which is a space of strings representing product 
names; and I, which is a space of raster image represen-
tations of products. It can then be written that V  {N, T, 
I}. Each of these vector spaces {N, T, I} can be described 
in terms of sparsity and density.The space N postulates 
that two cards are identical only if their digital identifiers 
match. The digital identifier refers to a unique product 
code associated with each card. Each card can only have 
one identical counterpart with the same product code. 
The space N is considered sparse, as the ratio of pairs of 
identical products to all possible product pairs is close 
to zero. In other words, when considering a matrix of 
product identities, identical pairs would be located on 
the main diagonal.

	♦ The space T postulates that products with identical 
names are considered duplicates (i.e., identical). This 
is a more lenient condition for the identification of 
products compared to the N space, as all products 
bearing the name “blue nail polish” would be 
considered identical. Given the significantly larger 
number of such products in a catalog, this is a 
practical approach. Within the T space, additional 

Fig. 2. Threshold recall and precision of search results.
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subspaces can be defined to allow for even more 
intuitive comparisons between product cards. One 
such subspace could take into account the presence 
of specific tokens (e.g., Bag of Words) without 
considering their order. This subspace would consider 
products with names like “blue nail polish” and “blue 
polish” to be identical. Furthermore, the T space is 
sparse, which means it represents a more efficient 
representation of products in terms of storage and 
processing.

	♦ The space I determines the identity of products by 
comparing their visual representations. Figure 1 
illustrates an example of a product, “skirt”, which has 
different digital identifiers. However, in the I-space, 
such products would be considered identical. Image 
comparison is achieved through an algorithmic 
process that reduces the dimensionality of the image 
space (embedding) while maintaining the essential 
features of the original image. This process calculates 
the cosine similarity between images, which is used 
as a metric for determining whether two images are 
similar. The approach involves setting a threshold 
value for the cosine proximity between product 
images. If the similarity between two images exceeds 
this threshold, they are considered identical in the 
I-space. It should be noted that the I-space is dense, 
meaning that all elements within it are similar to each 
other to some degree.

Therefore, it is necessary to define vector spaces  
{N, T, I} for the product identity function .

It has been analyzed which hyperparameters con-
trol the semantic search for products. Possible spaces 
for the identity function  have been considered 
above, but not for the information retrieval system 
for products itself. Modern information retrieval sys-
tems for products based on embeddings are based on 
a combination of modeling the semantics of language, 
product images and user behavior (Fig. 3).

The compositional approach to information 
retrieval is discussed in the Amazon research [5], 
which demonstrates that various types of user inter-
actions can lead to substantial improvements in per-
formance when integrating outputs. In a study of the 
information retrieval system for product searches on 
the Taobao online marketplace [6], the authors pre-
sent a model called Multi-Grained Deep Semantic 
Product Retrieval (MGDSPR), which simultaneously 
models query semantics and historical user behavior 
data to produce a more comprehensive output of rel-
evant products. Similarly, the Walmart online retail 
platform also utilizes a combination of data sources 
for its information retrieval system [19]. The seman-
tic model architecture consists of two “towers”, each 
of which is an artificial neural network based on deep 
learning, creating an embedding representation for a 
search query and product, respectively. Evaluation of 
the “query – product” pair is performed using a loss 
function that is based on cosine similarity. A study 
by Tencent researchers on a retrieval system in sparse 
space [20] demonstrates an improvement in efficiency 
in terms of completeness while reducing disk space 

Fig. 3. Composition of search results and ranking.
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consumption. According to this study [21], Etsy also 
utilizes multimodality in its UPPER product search 
model, albeit to a slightly broader extent than typical, 
as personalization is achieved through training a “two-
tower” model based on user behavior data.

Despite the fact that various threshold indicators 
of recall and precision have been used as performance 
metrics in previous studies [5, 6, 19], there has been a 
lack of attention given to the ranking of the combined 
output. A common feature among these studies is the 
use of threshold values as proxies for model perfor-
mance, rather than as part of a loss function for finding 
optimal retrieval system parameters. Additionally, it is 
worth noting that there is a need for separate analysis 
of the formulas for threshold recall and precision indi-
cators, which are not provided in some studies [6, 19]. 
Lastly, the aforementioned articles [5, 6, 20, 21] do not 
account for an error that can occur when calculating 
threshold indicators for recall and precision on a set 
of search queries. Table 1 displays the recall thresholds 
R@1000 from these studies.

Table 1.
Indicators of industry research

Model Indicator Value

UPPER [21] R@1000 0.85

MGDSPR [6] R@1000 0.85

SPS [5] R@1000 0.79

SPS [5] MAP@10 0.74

It is not practical to consider the recall indicator for 
industrial retrieval systems with values k less than 100, 
because the denominator in formula (1) would have 
too large values. However, the threshold precision 
indicator for k = 10, conversely, reflects well the qual-
ity of the retrieval system, as it corresponds to the most 
relevant products. Therefore, it is surprising that the 
threshold precision indicator has not been measured in 
previous studies [5, 6, 20, 21].

Based on the established lemma and the findings 
of recent research by industry experts, the primary 

objective of this study is to conduct a pilot testing of 
an automated process for comparing various versions 
of product information retrieval systems for product 
searches using autonomous indicators of threshold 
recall and precision.

2. Experiment

To address the research objective, a digital experi-
ment was conducted. The following steps were taken:
1.	 A manually annotated dataset was selected DG.
2.	 Three models of the retrieval system were trained: 

DE (a “two-tower” model with one modality), 
DE2 (a “two-tower” model with two modali-
ties) and a model using a single encoder with one 
modality (SE).

3.	 The performance of the retrieval systems as com-
pared on the selected dataset DG based on indus-
try-standard metrics for recall and precision 
benchmarks.

WANDS [22] has been selected as the dataset DG  for 
this study, which provides a comprehensive and objec-
tive benchmark for evaluating search engine perfor-
mance based on an e-commerce dataset. The key fea-
tures of this dataset include:

	♦ 42 994 unique product candidates;
	♦ 480 search queries;
	♦ 233 448 ratings for relevance (query, product) pairs.

The WANDS dataset has a three-level classifica-
tion of “request – product” pairs: “exactly match-
ing” (Exact), “partially matching” (Partial) and “not 
matching” (Irrelevant). For training models of the 
retrieval system, only these two values were used to 
create the loss function: exact matches were assigned 
a value of 1 and irrelevant matches a value of −1. The 
classes are balanced in the training data.

Figure 4 illustrates the relationship between the 
threshold for recall and precision, based on the classi-
fication, which was created using formulas (1) and (2), 
respectively.

Depending on the threshold precision value (P), 
Fig.  4 demonstrates significant deviations from the 
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expected model behavior. At threshold values of k = 10 
and 50, the corresponding threshold precision val-
ues are P@10 = 0.37 ± 0.17 and P@50 = 0.38 ± 0.18, 

respectively. To investigate the factors influencing the 
allowable range of values, Fig.  5 presents the depen-
dencies of recall and precision for individual queries.

Fig. 4. The dependence of recall (  ) and precision (  ) on the threshold   
for a dataset with markup  without a retrieval system.
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Fig. 5. Recall and precision for individual queries without a retrieval system.
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Three retrieval system architectures were selected 
for the experiment – DE (Fig. 6), DE2 (Fig. 7), SE 
(Fig. 8).

To train models for retrieval systems, a dataset DG 
was used with the following parameters: the AdamW 
optimizer, a learning rate that cyclically varied between 
0.01 and 0.1 over 500 epochs with early stopping. 
The BPE (Byte-Pair Encoding) method was used for 
tokenization, with a dictionary size of 16 000 tokens for 
products and 512 for queries for DE and DE2 models, 
and 16 000 tokens for SE. Among the hyperparameters 
for the retrieval model, attention was focused on the 
dimensionality of the token vector, which affects both 
prediction speed and model size in memory.

As part of the experiment, we observed that when 
switching from a dimension of 256 to 32, the validation 
error increased by 3.5% while the size of the token table 
decreased by a factor of 8. This resulted in a more than 
threefold increase in forecasting speed and learning. 
All dependencies between validation errors and token 
vector dimensions are illustrated in Fig. 9.Fig. 6.DE retrieval model.

Fig 7. DE2 retrieval model.
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Three selected retrieval techniques were applied to 
the dataset and candidate products were generated. For 
these products, thresholds of recall and precision were 
established. As a result of evaluating the performance 
of the various retrieval methods, the following findings 
were obtained (Table 2).

Table 2.
 Values of threshold indicators  

of various retrieval systems

Model R@1000 P@10

mean std mean std

DE 0.75 0.10 0.68 0.16

DE2 0.73 0.11 0.66 0.17

SE 0.84 0.09 0.67 0.17

Dataset D
G

0.99 0.03 0.37 0.17

In Table 2, the dataset DG row shows the R@1000 
and P@10 values without retrieval systems. Without 
the use of retrieval systems, the precision at k = 10 is 
the lowest for all considered models, at 0.37. This indi-
cates that no special attention was paid to the order of 
examples when marking them up.

Fig 8. SE retrieval model.

With the help of retrieval models, it was possible 
to sort examples in descending order based on preci-
sion, so that the threshold value for DE increased to 
0.68. It is noteworthy that completeness at k  =  1000 
was the highest for all models, which may be a self-
check for the calculation process. Errors (std) across all 
models are similar for precision (0.10, 0.11, and 0.09) 
and recall (0.16, 0.17, and 0.17). Therefore, models 
make errors on different queries for the same type of 
data. DE2 did not perform as well as expected, despite 
including an additional modality in training. The SE 
model with the lowest number of training parameters 
demonstrated the highest level of recall of 0.84 ± 0.09.

Conclusion

The evaluation of product search systems is critical 
for making informed business decisions on online elec-
tronic trading platforms. Large technology companies 
often achieve success through a well-designed product 
search. Measuring the effectiveness of a product search 
is a continuous process that is linked to the ongoing 
improvement of data and scientific advancements in 
the field of machine learning.

Key indicators of recall and precision are easily 
interpretable, in contrast to other metrics for evaluat-
ing product search effectiveness and can function as 
objective measures of both data tagging and the perfor-
mance of product information retrieval systems.

Using the WANDS public dataset, we have demon-
strated that relatively straightforward model architec-
tures for retrieval systems can attain values for metrics 
similar to those produced by industry leaders, despite 
having significantly fewer model parameters. As part of 
the research, an automated process has been developed 
to determine thresholds for a set of search terms. As 
a consequence of this research, an automated method 
for measuring the effectiveness of product information 
retrieval systems (first stage retrieval) has been created 
and experimentally validated.

The aim of the study is to conduct experiments on a 
greater number of product cards, measuring the impact 
of pre-trained models compared with training from 
scratch and retraining models to retrieve information 
about products. 
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