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Abstract

A counterfactual explanation is the generation for a particular sample of a set of instances that belong 
to the opposite class but are as close as possible in the feature space to the factual being explained. 
Existing algorithms that solve this problem are usually based on complicated models that require a large 
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stages. First, a synthetic set of potential counterfactuals is generated based on simple statistical models 
(Gaussian copula, sequential model based on conditional distributions, Bayesian network, etc.), and 
second, instances satisfying constraints on probability, proximity, diversity, etc. are selected. Such an 
approach enables us to make the process transparent, manageable and to reuse the generative models. 
Experiments on three public datasets have demonstrated that the proposed method provides results at 
least comparable to known algorithms of counterfactual explanations, and superior to them in some 
cases, especially on low-sized datasets. The most effective generation model is a Bayesian network in 
this case.
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Introduction

Recently, concern in interpretable AI (XAI) 
has grown rapidly, driven by the expanding 
use of machine learning algorithms in vari-

ous fields of human endeavor [1, 2]. Moreover, many 
national and international regulators require trans-
parency of algorithm-based decisions. In particu-
lar, the EU’s General Data Protection Regulation 
(GDPR) provides citizens with the right to request 
“meaningful information about the logic involved 
and the meaning and intended consequences” of 
automated decisions, and US credit laws require that 
consumers be provided with reasons for unfavorable 
decisions [3]. Bank of Russia also follows the OECD 
recommendations on AI usage, whereby mod-
els should be transparent and interpretable to limit 
modeling risks and allow for independent external, 
internal and regulatory validation.

XAI methods can be categorized into two groups 
[4]. The first includes models where interpretability 
is a core property (e.g., decision trees or linear regres-
sion). The second group comprises methods that treat 
the model as a black box. In contrast to the models 
of the first group, they lack properties that provide 
a meaningful interpretation, so additional efforts 
must be made to explain the decision logic post facto 
(explainability). In the second group, in turn, we can 
distinguish the methods of model explanation, local 
result explanation and black-box examination [5]. 

This paper examines methods of counterfactual 
explanations [5–8]. A counterfactual explanation 
(CE) allows us, for a specified sample, to find a set 
of objects that belong to the opposite class but are as 
close as possible to the instance explained in the fea-

ture space. An example commonly cited in the litera-
ture is a borrower who was denied a loan based on the 
decision of an algorithm used at a bank. The objective 
of CE is to generate a profile for this borrower such 
that his application is approved (e.g., reducing the 
amount of the requested loan). An obvious constraint 
is the feasibility of the proposed changes, so the man-
datory parameter minimized in this type of problem 
is the distance between the sample and the counter-
factual. It follows from this example that, according 
to the above classification, CE belongs to the group 
of local ex post explanation methods, since it explains 
the solution of the trained model, treated as a black 
box, for a particular sample. In Russian, the concept 
of CE was first presented in a translated book [9]. 

A counterfactual is defined as a conditional state-
ment in philosophy, the antecedent of which (a previ-
ous event that helps to understand the present) is false, 
while the consequent describes what the world would 
be like if the antecedent had occurred (an answer to 
the “what-if” question). According to the Great Rus-
sian Encyclopedia, counterfactual thinking is a type of 
thinking characterized by a person’s tendency to imag-
ine possible other variants of events that have already 
occurred, i.e. reflection contrary to facts.

While most XAI methods aim to answer the “why” 
question [4], counterfactual statements provide a 
means of interpretation by indicating what changes 
would be required to achieve a desired goal (pre-
diction) rather than helping to understand why the 
current situation has a particular predicted outcome 
[8]. Therefore, many authors [5] state that CE cor-
responds to the third level of Pearl’s causality mod-
els [10], which need to answer questions involving 
retrospective reasoning, e.g., “what is the probabil-
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ity of event y at x if there are x' and y' observed”. At 
the same time, CE also does not impose restrictions 
on model complexity and does not require disclo-
sure of model information [3].

Obviously, CE methods are a powerful decision 
support tool in various fields such as finance [11, 12] 
and healthcare [13]. Several dozen CE algorithms are 
already known by now (see reviews [5, 6, 8] and other 
papers). Most of them are premised on optimizing 
some target function, and when this problem is solved 
each time a set of counterfactuals needs to be com-
puted for a given sample. This imposes limitations on 
the performance and scalability of CE [6]. A possible 
alternative is to use methods that allow modeling the 
joint distribution of the features of the objects under 
study. In this case, a once-trained model can generate 
counterfactuals for different samples without signifi-
cant computational costs.

Note that in this formulation the task can be viewed 
as generation of synthetic tabular data [14,  15]. Both 
statistical methods (copulas, Bayesian networks), and 
machine learning methods (variational autoencoders, 
generative adversarial networks, etc.) are used to create 
such models. [16]. Some scholars also adapt for this 
purpose oversampling methods that are designed to 
generate minor class objects in the case of imbalanced 
data [17].

Considering these circumstances, an approach to 
CE based on synthetic data generation principles is 
proposed here, involving two steps. In the first, a set 
of potential counterfactuals is generated, and in the 
second, a selection is made of those that satisfy the 
constraints of actionability, proximity, cost, etc. This 
organization allows to make the CE process transpar-
ent, manageable, reuse generation models and thus 
significantly reduce computational costs. 

The rest part of the paper is organized as follows. 
After the review of literature, the proposed method 
is presented in section 2. Sections 3 and 4 set out 
the experimental results, comparing the proposed 
approach with other existing known CE methods. 
Finally, the limitations of the proposed method as well 
as directions for future research are discussed.

1. Literature review

1.1. Counterfactual generation

CE is based on several implicit assumptions [3]:
	♦ the recommended variation of attribute values is 
unambiguously realized in the real world; 

	♦ the distribution of feature values can be reconstructed 
from available training data; 

	♦ the proposed modifications are relevant only to the 
decision being taken and do not affect other aspects;

	♦ the model is stable in time, monotonic and restricted 
to binary outcomes.

As discussed above, CE is an actively growing area 
of research. The very term “counterfactual explana-
tion” as applied to AI systems was first used in [18], 
However, papers using a similar approach have begun 
to appear since the mid-2010s [5].

Let’s give formal definitions. Consider a classifier  
h:  →  trained on the data set

 = {(x1, y1), ..., (xn, yn)}, xi   , yi   ,

where   m is a feature space, and  is class label 
range.

It is usually assumed  = {0, 1} but all the proposed 
definitions can be simply generalized to the case of 
multiclass classification. Each instance xi is a vector m 
feature pairs, , where aj is an attribute, vij 
is its value from the domain aj. Attributes can be either 
categorical, ordinal or continuous.

Definition 1. If a classifier h assigns the label y = h(x) 
to an instance x then the counterfactual explanation of 
x is an instance  whose label is different from y, i.e., 
h( )  y, with the difference betweenу x and  being 
minimal.

The concept of minimal difference is not specified 
here as it depends on the context of the problem and 
will be discussed later.

Definition 2. The counterfactual explainer is a func-
tion fk that, for a dataset , a classifier h and an instance 
x, returns a set C = fk(h, , x) of l  k valid counterfac-
tual examples C = { , ..., }, where k is the number of 
counterfactuals required.
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Characteristics that enable us to evaluate the quality 
of the counterfactual generation algorithm:

1. Validity is measured by the ratio of the number of 
counterfactuals that have the required class label to the 
total number of generated objects [11]:

V = | Cv | / |C |,

where Cv is a set of valid counterfactuals generated by 
the model fk;C is a set of samples generated fk, Cv  C.

The validity of the generated sample is determined 
using a predictive model h, for a valid example. The 
following condition must be fulfilled h( )  h(x). As 
follows from the definition, the maximum validity 
value is V = 1; values less than 1 indicate insufficient 
efficiency of the model.

2. Proximity is the distance of a counterfactual from 
the sample for which the explanation is generated. The 
proximity of a set of counterfactuals is estimated by the 
average distance on this set [19]:

To measure distance dist( , x) most used L0, L1, 
L2 and  norms, Lk =  , and its weighted 
combinations. The lower the value P, the closer the 
objects found are to the explained factual.

3. Sparsity estimates the number of features that 
need to be changed to move into the counterfactual 
class. It is preferable for counterfactuals to have the 
smallest possible changes in their features. This prop-
erty allows for more efficient, human-understandable 
and interpretable counterfactuals [18].

K( ) is the number of counterfactual attributes 
which value changes in comparison with the factual x. 
Thus, models with a lower value of S are preferred.

4. Diversity. Searching for the closest instances 
according to a distance function can lead to very alike 
counterfactual candidates with few differences between 
them. Diversity implies that the counterfactual gener-
ation process produces different explanations for the 
same sample. This leads to explanations that are more 
interpretable and more understandable to the user. 
The authors [19] propose to use the average distance 
between all pairs of valid counterfactuals as a measure 
of diversity:

here dist( , ) is a measure of the distance between 
two counterfactuals  and . The higher the diversity, 
the more efficient the CE algorithm.

5.  Plausibility. This property emphasizes that the 
generated counterfactuals must be legitimate, and the 
search process must provide logically valid results. 
This means that the counterfactual found should never 
change immutable characteristics such as gender or 
race. Three categories of plausibility are distinguished 
in the literature [20]: 

	♦ domain consistency, which limits the range of 
acceptable values of counterfactual attributes;

	♦ distributional consistency requires that the 
probabilities of counterfactual feature values are 
matched to the (empirical) distribution of the 
data. This property can be measured [6] as the 
average distance to k nearest neighbors e.g., local 
outlier factor (LOF) [21], as well as by kernel 
density estimation (KDE). In the last case, the 
density of distribution of each attribute is estimated 
based on KDE, and then the probability of the 
corresponding counterfactual attribute belonging 
to this distribution is calculated. This approach has 
obvious limitations – each attribute is considered 
separately, and it is applicable only to continuous 
attributes. The nearest neighbors method has no 
such limitations;

	♦ prototype consistency selects counterfactual 
instances that are either directly present in the 
dataset or are close to the data object being explained. 
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Note that this property is close to the definition of 
proximity presented above. 

In this paper, we will use a plausibility measure 
based on the LOF value, i.e. 

Note that LOF values are difficult to interpret due 
to the local nature of the method. Values about 1, says 
that the point is interior; the higher the value, the more 
likely it is an outlier. Thus, from the point of view of 
evaluating the CE algorithm, values close to 1 are pre-
ferred.

6. Actionability / feasibility. Finding the closest 
counterfactual for a data instance does not necessarily 
result in a feasible change in characteristics. The feasi-
bility of changing a particular variable is described by 
one of three categories: 

	♦ the attribute can be actionable and therefore the 
attribute is mutable, e.g., balance sheet data; 

	♦ the attribute is changeable, but the change is not 
feasible (e.g., credit rating);

	♦ the attribute is unchangeable (e.g., place of birth). 

Remark that the user cannot change the values of 
the variables of the last two categories, but these val-

ues can change because of their ancestors in the causal 
model [20]. Some authors assume that fulfilling the 
feasibility requirement automatically guarantees the 
plausibility of a counterfactual recommendation [22], 
but despite some overlap, these are different concepts 
[20]. Feasibility restricts the set of actions to those that 
can be performed, while plausibility requires that the 
resulting counterfactual be realistic.

Authors of review articles [5–8] use different taxon-
omies of CE methods. Here we propose a classification 
based on the architecture of the models used (Fig. 1).

The first group of techniques is based on the solu-
tion of an optimization problem in which some of the 
above properties are treated as a target function and 
the remaining properties are treated as constraints. For 
example, in [18], the distance is used as a target dist( , 
x) with a counterfactual label restriction h( ) = y . This 
task can be transformed into a problem described by a 
differentiable function without constraints:

The (h( ) – y )2 term ensures that the counterfac-
tual label matches the desired class. 

Such an approach can be extended to include con-
straints on actionability, sparsity, data manifold close-
ness and others, for example [6]:

Fig. 1. Classification of counterfactual generation algorithms.
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The condition    restricts the list of attributes 
 to ones whose modification is feasible, g(  – x) is a 

penalty function for the difference between the origi-
nal instance and the counterfactual (e.g., L0, L1 norm), 
and l( ; ) is a penalty function for deviation from the 
data manifold.

Authors of optimization-based CE methods focus 
first on defining a target function including various 
metrics for the above properties, and then on choos-
ing an algorithm to find the optimum. It is usually 
not possible to guarantee the convexity of the target 
function in this process. Iterative methods of vari-
ous orders are often used, and metaheuristics (e.g., 
genetic algorithms) are also widely used. However, 
this approach requires solving an optimization prob-
lem when generating counterfactuals for each new 
sample. Therefore, [6] recommends authors of such 
works to cite computation time as one of the algo-
rithm characteristics.

The second group of methods is based on searching 
in  for prototypes that will be used to generate coun-
terfactuals [23]. Conceptually, this approach is close 
to Case Based Reasoning (CBR) [24], which includes 
four steps: (1) retrieve – extract a case relevant to the 
problem to be solved, (2) reuse – map the solution 
found to the problem, (3) revise – test the solution and 
revise it, if necessary, (4) retain – save the successfully 
adapted solution.

In particular, an algorithm is proposed in [25], 
according to which a dataset  is considered as a set 
of pairs (x, ), where (x, ) are the closest objects for 
which h( )  h(x). For a given factual z the closest 
instances of x, belonging to the same class are found, 
h(z) = h(x). The attribute values of the counterfactual 

 are initialized with the values from z, then those 
attributes that differ in x and  are changed until  
is found such that h( ) = h( ). If this condition is not 
achieved, the following pair (x, ) is used. The idea 
is that  should differ from z in the same way that   
differs from x.

The third group of CE methods (generative mod-
els) is based on modeling the process of data genera-
tion. Two types of models can be distinguished in this 
group: joint distribution modeling and causal models.

A model of the joint distribution P( ) is trained 
from observations  and then used to find counter-
factuals. As such a model, CE most commonly uses 
variational autoencoders (VAE), which consist of two 
parts – an encoder that maps the feature distribution 
P( ) in m space into the distribution of latent vari-
ables P( ) in a space of lower dimensionality   k 

(k < m), and a decoder that generates the value x' cor-
responding to the point z' in P( ). The VAE-based 
approach offers the interesting prospect of search-
ing for counterfactuals in latent space; in particular, 
some authors use gradient descent for this purpose 
[26, 27], but as shown in [28], this is associated with 
potential problems.

The authors of VAE-based CE methods must con-
sider the above requirements for generating counter-
factual explanations, so they introduce additional con-
straints to the latent representation model. Thus, [29] 
adapts the traditional scheme, where the encoder is only 
used to find P( ) and is not involved in data generation 
and includes it in the generation process. The encoder 
is used to find a point z in the latent space correspond-
ing to a given factual x; the counterfactual is generated 
from the point z* = z + δ, where δ is a small perturba-
tion. This should enforce the proximity requirement. 
In addition, the authors of this paper cluster the 
latent space based on a Gaussian mixture to obtain 
a conditional distribution P(  | ), where  is the set  
of immutable features.

The authors [28] use a VAE model adapted to find 
latent variables correlated with class labels [30]. This 
divides the latent domain into two parts: one for train-
ing the representations that predict the labels, and the 
other for training the rest of the latent representations 
needed to generate the data. This allows counterfac-
tuals to be generated by modifying only the relevant 
latent features. The generated examples are then fil-
tered according to causal constraints (e.g., an increase 
in a borrower’s education level must be matched by a 
corresponding increase in his age).
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Note that besides VAE, other models of joint dis-
tribution of P( ), can be used, for example statistical 
models such as copulas and Bayesian networks. How-
ever, these techniques are much less frequently used in 
CE tasks (see reviews of algorithms in [5, 8]). In addi-
tion, generative adversarial networks can be applied in 
some specific cases, such as image analysis tasks [13].

The causal model can be represented as a directed 
acyclic graph (DAG), which allows for a compact and 
visual representation of the structure of the system 
under study [10]. The ability of DAG to encode causal 
relationships is based on the criterion of d-separation, 
which corresponds to the conditional independence of 
variables in the data set. In other words, for any three 
non-overlapping subsets of variables (X, Y, Z), if nodes 
X and Y are conditionally independent given Z in the 
joint distribution , then they will be d-separated in 
graph  (Markov condition): (X     Y)| Z  (X     Y)| Z. 
DAG nodes correspond to variables, edges correspond 
to relationships between them, and the direction of 
edges corresponds to causal relationships.

DAG corresponds to the structural model  :

 = (S, PU ),   ,

PU = PU1  ...  PUm.

Here S are structural equations specifying the rules 
of generation of observed variables Xj as a deterministic 
function of their ancestors in the causal model Xpa(j)  X\
Xj. The assumption of mutual independence of the noises 
Uj  (full factorization of PU) implies the absence of unob-
served confounders, e.g. variables affecting cause and 
effect simultaneously. Note that many studies assume 
that noise is additive, i.e., . 
This allows one to build efficient algorithms for model 
identification from data [31].

An important component of causal modeling is the 
apparatus of do-calculus [10]. For example, an inter-
vention, i.e., the assignment of values  to a subset of 
variables XK (K  |m|), is described using the do(XK = )  
operator. The distribution of the remaining variables 
X–k can be obtained from the system Sdo(X

K
 = θ), in which 

the equations for Xk are replaced by the correspond-

ing values. Thus, the causal model can be used to find 
counterfactuals [20], for an instance x a counterfactual 
is defined as  = X(a)| x where a = do(XK = ), a  A, a is 
an action, and A is the set of admissible actions.

Causal models can be recovered from observed 
data or constructed from expert knowledge. How-
ever, a model  trained on data may be imperfect, 
for example, because of sample limitations or, more 
importantly, because of incorrect specification of 
the model (i.e., assuming the incorrect parametric 
form of the structural equations). On the other hand, 
although in many cases expert knowledge allows the 
construction of a causal model, assumptions about 
the form of the structural equations are usually not 
verifiable [32]. As a result, counterfactual explana-
tions computed based on an ill-defined causal model 
may be inaccurate and recommend suboptimal or 
even worse, ineffective actions.

To circumvent these limitations, the authors of [20] 
propose two probabilistic approaches to selecting opti-
mal actions when there is limited knowledge of causal-
ity (e.g., when only the DAG is known). The first one 
applies to models with additive Gaussian noise and 
uses Bayesian averaging to estimate the counterfactual 
distribution. The second excludes any assumptions 
about the structural equations and instead calculates 
the average effect of actions on objects that are similar 
to the factual under consideration.

1.2. Synthetic tabular  
data generation

Synthetic data generation (SDG) is a core element 
in solving several machine learning problems: data 
anonymization, augmentation of small datasets, class 
balancing in case of severe imbalance, etc. [14].

Definition 3. A synthetic generation model is a func-
tion g   that, for an observed data set   , returns 
a data set  = g( , θ) of a given size,   , such 
that the condition   , xi  xj, xi    xj    is 
fulfilled. Here θ is a vector of hyperparameters defin-
ing the generation policy and  is a generative function 
class family.
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Mathematically, this can be represented as a Kull-
back–Leibler distance minimization problem:

Based on this definition, the key performance met-
ric of a generative model is the fidelity of the synthetic 
data distribution  to the empirical distribution . 
Moreover, additional metrics can be introduced [33], 
such as diversity and generalization. The diversity 
requirement requires that synthetic instances should 
cover the entire range of variation . The generaliza-
tion property requires that synthetic data should not be 
copies of real observations.

In this review, we confine our attention to syn-
thetic table (cross-sectional) data generation (tSDG). 
The following classes of tSDG methods can be distin-
guished:

	♦ Randomization models based on mixing, interpo-
lation and geometric transformation of the original 
data and the addition of random noise.

	♦ The probabilistic algorithms that generate data based 
on a multivariate distribution , modeling the real 
distribution . Several approaches can be distin-
guished here, as follows:

◊	 modeling of the joint distribution of , e.g.,  
based on a Gaussian mixture or copulas [15];

◊	 sequential generation of  attributes based on 
conditional distributions  (xi |   \{x1, ..., xi–1});

◊	 modeling  using factorization based on a 
graphical probability model (Bayesian network) 
[34].

	♦ Models generating data from lower dimensional 
latent space.

	♦ Sampling modeling based on generative adversarial 
networks (GAN).

	♦ Models based on a priori known causal structure. 

We remark that the conditional distributions 
model approach synthesizes the variables xi  sequen-
tially using regression models xi = f(x1, ..., xi–1), which 
can be constructed by both parametric (linear regres-
sion) and non-parametric (decision tree) meth-
ods [35,  36]. Thus, the conditional distributions  

(xi |   \{x1, ..., xi–1}), from which the synthetic values of 
xi, are derived, are defined for each variable separately 
and depend on the attributes  x1, ..., xi–1, that are earlier 
in the synthesis sequence. The value of the very first 
variable in the sequence is generated based on its mar-
ginal distribution. 

A comprehensive analysis of tSDG methods is pre-
sented in [14]. Several publications [16,  17] compare 
some of the approaches considered on real datasets. 
From the results presented we can conclude that there 
is no dominant method, and the quality of generation 
depends on the specific problem.

It can also be observed that conceptually syn-
thetic data generation methods are close to CE algo-
rithms: both are based on modeling the distribution of 
observed data but differ in the result. While the objec-
tive of CE is to find an instance as close as possible 
to the sample under study but with the opposite label 
(see Definition 1), the objective of tSDG is to gener-
ate a set of instances that belong to the distribution of 
the observed data (Definition 3). Accordingly, they are 
based on different performance metrics.

2. Proposed method

As can be deduced from the review presented above, 
the known CE algorithms have several limitations. 
Optimization-based methods require repeated model 
building for each factual; prototype-based approaches 
require “factual – counterfactual” pairs in the train-
ing set ; generative model-based approaches intro-
duce additional constraints into the algorithm, which 
also complicates the computation. At the same time, 
as noted above, synthetic data generation methods are 
conceptually close to CE, differing only in the result 
and its evaluation metrics.

Based on these considerations, we propose a two-
stage method for generating counterfactual expla-
nations (Fig. 2). In the first stage, a model g( , θ) of 
synthetic data generation is trained. According to Def-
inition 3, this model emulates the empirical distribu-
tion  of real data. Using this model, a set of potential 
counterfactuals  is generated for a given factual x.
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Fig. 2. A two-stage method for generating counterfactual explanations.

In the second step, using the selection model s(R) 
a set      is selected from , the elements of which 
meet the constraints of R. The set , is the solution 
to the CE problem. The selection model can include 
any constraints formulated as equations of the form 
r(c) = m(c)  v(c),  r  R. Here c is a requirement for 
the result (e.g., validity, proximity, sparsity for CE, or 
implementation cost), m(c) is the corresponding met-
ric, and v(c) is the boundary of acceptable values. Note 
that requirements may also include constraints of a 
particular subject area.

The proposed approach has the following advan-
tages:

	♦ the generative model is built once and allows comput-
ing counterfactuals for any new observations without 
re-training;

	♦ splitting the process into two steps allows the use of 
simple, easily modifiable selection rules;

	♦ the selection model can include not only the require-
ments of CE tasks, but also any constraints specific to 
the subject area under consideration. 

3. Experiment

To validate the proposed method, it is first neces-
sary to verify that tSGD methods can generate coun-
terfactuals that satisfy the requirements listed in Sec-
tion 1.1, and to compare the results with existing known 
CE methods.

The g( , θ) generation models to be used in the 
experiment are summarized in Table 1. We have 
selected the simplest statistical models since our goal 
is to propose an efficient method for generating coun-
terfactuals with low computational cost. These mod-
els include the Gaussian copula (GC), a sequential 
nonparametric model based on conditional distribu-
tions (CD), and the Bayesian network (BN), which 
models the distribution  as a multiplication of condi-
tional distributions of factors (features). For compari-
son, we also include a model that generates data based 
on marginal distributions of features (MD). It can 
be regarded as a degenerate case of BN in which the 
relationships between features are not considered. As 
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mentioned above, such simple models are hardly used 
in CE tasks, however, we suggest that their potential 
can be utilized much more effectively using the two-
stage approach proposed here.

In addition, as the literature review suggests, most 
researchers using generative models to solve the CE 
problem focus on complex algorithms based on deep 
neural networks, so we also included GAN. We also 
investigated the possibility of applying VAE, but in 
our experiments these models did not achieve robust 
generation of . This is most likely due to the 
insufficient amount of data for training (cf. Table 2).

The selection model s(R) is given in the form of a rule:

It means that for a particular x, k instances will be 
selected from the generated set      whose label h( )  
is not equal to the label h(x), the attribute values of  
are within the range of three IQR( ) interquartile inter-
vals with respect to the mean xi (Tukey Outlier Defini-
tions), and the distance between x and  is minimal.

Table 2 presents the three datasets used in the 
experiments, their general characteristics and the 
classification of features in terms of change feasibil-
ity (feature changeable, change not feasible, feature 
not changeable). These public datasets are widely 
used in machine learning work and, in particular, 
CE research. The use of public datasets ensures the 
repeatability of the results. 

Table 2 also presents the training results of the clas-
sifier h used in the CE finding process: the ROC AUC 
metric obtained using 10-fold cross-validation and 

Table 1.
Methods for generating synthetic tabular data

ID Model type Description Source

GС Joint distribution  Gaussian copula [15]1

CD Conditional distributions Non-parametric method / decision tree [36]2

BN Factorisation  Bayesian network [34]3

MD Marginal distributions xi
Sampling based on marginal distributions [38]4

GAN Deep learning Generative adversarial network [37]5

1	  https://sdv.dev
2	  https://www.synthpop.org.uk/
3	  https://github.com/DataResponsibly/DataSynthesizer
4	  https://github.com/vanderschaarlab/synthcity
5	  https://github.com/NextBrain-ai/nbsynthetic
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the best performing model. In one case it is Random 
Forest (RF), in all other cases – CatBoost (CB).

One of the most popular libraries implementing CE 
methods is DiCE [19], which supports three counter-
factual search methods. In addition to random search, 
they are genetic algorithm-based optimization and a 
method for searching and then adapting prototypes 
in a training sample [23]. We used these models to 
comparatively evaluate the results obtained. For each 
dataset, all three types of models were trained, and the 
best one was selected. It should be noted that the pro-
totype-based approach failed to find counterfactuals 
for any dataset. This is obviously due to the limitation 
noted above: there must be a set of pairs (x, ) in   for 
a wide range of factuals.

To assess the results of calculating counterfactu-
als we will use the metrics of validity (V), proximity 
(P), sparsity (S), diversity (D), and plausibility (U), 
described above. Specifying the features whose varia-
tion is possible is carried out at the level of the genera-
tion model g( , θ).

4. Analysis  
of experimental results

Consider the process of applying the proposed 
method on the example of the German Credit data-
set. This dataset contains records of 1  000 credit 
applications, 700 of which were approved. The attri-
butes include the amount and term of the loan, as 
well as indicators of the borrower’s social and finan-
cial status (credit rating, duration of employment, 
proportion of loan payments in the borrower’s total 
income, etc.). Most attributes are either categorical 
or ordinal.

The task of CE in this case is to generate counterfac-
tuals for borrowers who have been denied a loan. The 
data analysis shows that the attributes that are modifi-
able are laufzeit – loan term in months, hoehe – loan 
amount and buerge – presence of a co-borrower or 
guarantor. All other attributes are either not change-
able (gender, citizenship) or cannot be changed by 
direct influence (credit rating).

6	  South German Credit (2019) UCI Machine Learning Repository. https://doi.org/10.24432/C5X89F
7	  Becker B., Kohavi R. (1996) Adult. UCI Machine Learning Repository. https://doi.org/10.24432/C5XW20
8	  Loan Default Dataset. https://www.kaggle.com/datasets/nikhil1e9/loan-default/data

Table 2.
Data sets

n × m

Features Classifier

Description

Immutable The change is not 
implementable Mutable Model 

h(x) AUC

German 
Credit6 1000 × 20 3 14 3 RF 0.79 

(0.03)
700 approved and 300 
rejected loan applications

Adult7 48842 × 14 8 3 3 CB 0.93
(0.002)

Income levels based  
on census data

Loan 
Default8 255347 × 16 8 3 5 CB 0.76 

(0.002)
29 653 rejected and 225 694 
approved loan applications
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The computation is performed according to the 
method presented in Fig. 2. At the first stage, the gen-
eration model g( , θ) is trained, which is used to gen-
erate 200 synthetic instances for the investigated fac-
tual. From this set, instances are selected according to 
the rule given by equation (1). 

Table 3 shows an example of the data generated for 
a rejected application of DM 2348 for a term of 36 
months. As can be seen from the data presented, the 

loan for this borrower can be approved if the term is 
reduced to 8 months and the amount to DM 1  956. 
If the borrower presents a co-borrower (buerge  =  2), 
the amount can be increased to DM 2234 for a period 
of 14 months. If there is a guarantor (buerge = 3), the 
loan can be DM 4276 for a period of 26 months. As 
we can see, even the 3 presented counterfactuals allow 
us to describe the situation for a particular borrower 
and suggest a possible way for the borrower to achieve  
his goal.

Table 3.
An example of the generated data  

(attributes are explained in the body of the text)

laufzeit hoehe buerge Сlass label

Factual 36 2384 1 0

Counterfactuals

8 1956 1 1

14 2234 2 1

26 4276 3 1

Table 4. 
Average values and standard deviations  

of model quality metrics for the three datasets

Model V P S D U

BN 1.000 (0.000) 1.230 (0.805) 3.790 (1.251) 1.310 (0.340) 2.053 (0.855)

CD 1.000 (0.000) 1.400 (1.155) 3.303 (1.036) 1.135 (0.228) 2.128 (0.836)

DiCE 0.869 (0.273) 3.138 (1.519) 1.962 (0.556) 1.159 (0.206) 2.797 (0.734)

GAN 0.966 (0.186) 1.984 (1.045) 4.190 (1.640) 1.285 (0.372) 2.298 (0.742)

GC 0.967 (0.183) 1.333 (0.851) 3.887 (1.521) 1.284 (0.402) 2.089 (0.828)

MD 1.000 (0.000) 3.198 (2.094) 4.177 (1.506) 1.314 (0.299) 2.851 (0.760)
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Table 4 lists the averages and standard deviations of 
the quality metrics for the considered methods com-
puted over all three datasets, and Fig. 3 presents dis-
tributions of metrics across datasets. The best values 
of the metrics in Table 4 are in bold type. 

It should be mentioned that for most metrics 
(validity, closeness, and plausibility), the best results 
are demonstrated by the Bayesian network (BN) 
model, which generates samples based on conditional 
distributions of features, i.e., considering the depend-
encies between them. Considering that this model 
is only slightly inferior to MD in terms of diversity, 
the choice of BN for CE seems quite justifiable. The 
high diversity of counterfactuals generated by MD is 
because this model considers only marginal distribu-
tions of features and does not consider the relation-
ships between them. This model should work well 

in the case of uncorrelated features but may gener-
ate challenges when such correlations are present (see 
distribution D for the Loan Default dataset in Fig. 3). 
On the contrary, BN performs the best in terms of 
diversity among all models.

In our experimentation, the most sophisticated 
GAN model lost out to other models, possibly because 
there was not enough data to train, although the 
authors of the implementation we used [37] emphasize 
that it focuses specifically on small training samples. 
Figure 3 shows that as the sample size increases, the 
GAN results improve but do not outperform the other 
models.

The methods developed directly for the CE prob-
lem (DiCE) showed the best result on the spar-
sity metric (Table 4), but Fig. 3 shows that this was 
achieved by performing well on the largest dataset 

Fig. 3. Performance metrics of the models considered by datasets.
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(Loan Default). On smaller data, this method is infe-
rior to simpler models, in particular GC and BN. 
Furthermore, it should be noted that DiCE on all 
datasets fails to find the required number of counter-
factuals (V = 1) and in this sense this is the worst of 
the methods considered.

Conclusion

Therefore, we can conclude that the proposed 
method of counterfactual search based on synthetic 
data generation can achieve results at least compara-
ble to the “standard” CE methods, and in some cases, 
it outperforms them, especially on small datasets. 

According to our results, the most obvious choice in 
this case is a generation model based on a Bayesian 
network that considers the interconnections between 
attributes.

This result reveals new possible research directions. 
The Bayesian network is a statistical model because 
it is built on associations measured by correlations. 
Therefore, it is of interest to study causal models that 
capture causal relationships in a dataset. 

It should be noted, however, that to the best of our 
knowledge, the direction related to the use of causal 
models for CE is only beginning to be explored [20], 
and there are no works devoted to their application to 
the generation of synthetic data. 
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