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Social networks accumulate huge amounts of information, which can provide valuable insights on people’s behavior.

In this paper, we use social data from Vkontakte, Russia’s most popular social network, to discriminate between the
solvent and delinquent debtors of credit organizations. Firstly, we present the datacenter architecture for social data
retrieval. It has several functions, such as client matching, user profile parsing, API communication and data storing.

Secondly, we develop two credit scorecards based exclusively on social data. The first scorecard uses the classical default
definition: 90 days delinquency within 12 months since the loan origination. The second scorecard uses the classical
fraud definition as falling into default within the first 3 months. Both scorecards undertake WO E-transformation of the
input data and run logistic regression afterwards. The findings are as follows: social data better predict fraudulent cases
rather than ordinary defaults, social data may be used to enrich the classical application scorecards. The performance
of the scorecards is at the acceptable level, even though the input data used were exclusively from the social network.

As soon as credit history (which usually serves as input data in the classical scorecards) is not rich enough for young
clients, we find that the social data can bring value to the scoring systems performance. The paper is in the area of
interest of banks and microfinance organizations.
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1. Introduction For example, when assessing a person’s income, they
can use information about the places they visit, as well as
the countries theytravelto. The places and countries are
classified according to price category. Further formed
scorecards are lists of places and countries with ratios of
their influence on the level of creditworthiness. For each

country, the scorecard will be unique.

ocial networks are an inexhaustible source of in-
formation about people. According to its financial
filings at the time of its IPO which took place in
2012, Facebook stored around 111 megabytes of photos
and videos for each of its users [1], whose number now
exceeds a billion. That adds up to 100 petabytes of per-

sonal information.

The data are mostly not structured and chaotic by
type, but they allow one to get to know their clients
much deeper. Properly processed and then structured
information about users brings value to online stores,
recruitment agencies, banks and many other business-
to-client and business-to-business companies. E-com-
merce is able to learn more about the behavior and pref-
erences of thecustomers, and banks can determine the
credit rating of the borrowermore accurately.

However, there are several issues concerning social
data implementation. First, the companies have to
construct solid business processes, which would adopt
data-driven decision-making, before they can extract
value from the flow of social data. The cornerstone of
such processes is the data retrieval mechanism and ar-
chitecture of data storage. Here companies face a di-
lemma: to build up the database within local I'T depart-
ment, or to outsource the social data retrieval to the
third parties (SaaS). The latter case is very similar to
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credit history bureau query, when banks request infor-
mation on the applicants.

The second issue is related to the legal aspects of per-
sonal data processing. Obviously, when dealing with per-
sonal data from social networks,companies should learn
to do it legally, so as not to be subject to prosecution. The
laws vary from country to country and can dramatically
influence the ability to use the social data.

Thirdly, the company must have enough competencies
to perform the data analysis. The techniques are versatile
machine learning algorithms, ranging from logistic re-
gression to sophisticated data mining techniques. Again,
the company can outsource this process as soon as there
are many consulting analytics (e.g. SAS).

We have to mention that there is not much academic
literature covering the use of social data in credit scor-
ing [5]. However, there is a number of papers analyzing
the social networking from the sociological point of view
[6]. There were also several attempts to bind the activi-
ties within social networks (such as Twitter) with move-
ments in stock prices [8]. The scarcity of academic re-
search is explained by the fact that the use of social data
in scoring started no more than 3-4 years ago. Moreover,
the accumulation of particular results concerning the
use of social data takes place in the business area, rather
than academic area. The companies that launch such
«social data» projects aren’t likely to focus on deriva-
tion of universal laws or theoretical results. Besides, the
companies are running their activities in a highly com-
petitive environment and are not interested in sharing
the knowledge at instance, whichis actually implied by
the academic style of research. At least, we can list some
companies whose domain is social data retrieval, aggre-
gation and customer analytics for credit organizations:
Wonga (USA), Kreditech (Germany), Big Data Scoring
(Estonia, Finland), Lenddo (Philippines, Columbia),
SOCSCOR (Russia), Crediograph (Ukraine).

In our analysis we will examine the predictive power of
the social data from Vkontakte social network (also VK).
It is the number one in Russia by visitors per month. Its
monthly audience makes a total of over 50 million users.

This paper consists of four parts. The first one is intro-
duction. The second one describes the typical architec-
ture for social data retrieval and integration with bank
databases. It will be based on an example of one Russian
bank whose name we cannot disclose due to the confi-
dential reasons. The third part involves data description
used for default prediction, discusses the variables rel-
evant to the default event and considers prediction ac-
curacy. The fourth part is conclusion.
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2. Social Data Retrieval and Storage
2.1. Social network objects

First of all, we define the set of notions we use when
talking about social data. A profile is a set of properties
describing a user of a social networking service. It can
include their name, patronymic name, last name, date
of birth, place of residence, work and study, interests,
communities, friends and feed.

A feed is a part of a user’s profile which contains events
describing the user: messages, what they are fond of
(‘likes’), communities, applications installed etc.

Open data are a part of a user’s profile, which is acces-
sible without loggingin and can be retrieved automati-
cally.

Accessible data are, meanwhile, another part of a
user’s profile, which can be accessed from other users’
accounts and which can be retrieved automatically on a
regular basis using someone’s else account. It does not
require other users’ personal involvement and there is
no limit on the number of pattern messages sent from
this user’s account. In addition to this, accessible data
should be structured, e.g. the feed should contain XML
or JSONmarkings.

Parsing is the process of matching a linear sequence of
lexemes (words, tokens) of a natural or formal language
with its formal grammar.

2.2. Retrieval process
and datacenter architecture

The basic tool for data retrieval is the so-called API (ap-
plication programming interface). In effect, it is a set of
ready-to-use classes, procedures, functions, structures
and constants offered by an application (library, service)
to be used in outer software products. A social network
user must allow the access to their personal data within
the social network. This usually happens when the user
installs an API application, it can be a game or a discount
offer. The application is granted rights to perform API re-
quests to the user profile and activities at any time.

The architecture of the solution is shown below in the
Fig. 1.

MDM stands for Master Data Management system, a
core banking information system. Apparently, the credit
applicant must be identified with Vkontakte user. The
identification is carried out by a combination of param-
eters: first and last name, date of birth, current city, city
of origination, e-mail, or exact social network id (if the
applicant gives such information via the application).
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Fig. 1. The datacenter architecture for social data retrieval and storage

The architecure of the datacenter is aimed to accom-
plish the following tasks:

4 Downloading all Vkontakte profiles,
4+ Appending newly created profiles on a regular basis,

4 Downloading detailed data (subscriptions, commu-
nities, friends, wallposts) of Vkontakte profiles with the
span of 3 years,

4 Regular downloading detailed data of VK profiles
(subscriptions, communities, friends, new posts on the
wall since the last upload).

Additionaly, it provides an interface to browse, search
and compare the downloaded data to clients’ data from
the core banking system. Downloading and updating is
performed in astreaming mode according to the chosen
set of profiles, the updating period can vary from several
days to several weeks, i.e. the downloading is not per-
formed online.

The solution has following volume indicators:

<> Downloading and storage of all Vkontakte profiles
for indexing purposes (about 250 million),

<> Downloading detailed data on 300,000 Vkontakte
profiles.

The system is able to adjust to scale for downloading
a 5 times larger number of profiles without significant
changes in its architecture and functions.

3. Data Description
and Default Prediction

The event of default in retail banking is defined as
more than 90 days of delinquency within the first 12
months after the loan origination. Defaults are divided
into fraudulent cases and ordinary defaults. The default
is told to be a fraudulent case when delinquency starts at
one of the three first months. It means that when sub-
mitting a credit application, the borrower did not even
intend to payback. Otherwise, the default is ordinary
when the delinquency starts after the first three months
on book.

That is why scorecards are usually divided into fraud
and application scorecards. In fact the only difference is
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the target variable definition, while the sets of predictors
and the data mining techniques remain the same. The
default cases are said to be «bad», and the non-default
cases are said to be «good».

We consider a dataset of 27540 microfinance loans,
originated in 2012. This segment is characterized by
small-cash high-margin loans with short credit term
(3-6 months). The further details of the data source are
not presented due to the non-disclosure agreement.
We develop both scorecards and examine their accu-
racy via out-of-sample validation. The validation proc-
ess requires calculation of performance metrics (ROC-
curve and Gini coefficient) of the model based on the
data sample that was retrieved from the same parent
population but was not used to develop the model it-
self (validation set). This approach allows the user to
check for accuracy and stability of the model. The size
of the validation set we used was 30% from the parent
population.

The analytics was carried out using SAS Enterprise
Miner, the most spread analytical software in the bank-
ing sphere.

The mathematical architecture of the scorecard is
based on a logistic regression, which takes the trans-
formed variables as input. The transformation of the
initial variables we use is WOE-transformation [3]. It
is wide-spread in credit scoring, to apply such a trans-
formation to the input variables as soon as it accounts
for non-linear dependencies and provides certain ro-
bustness coping with potential outliers. The aim of the
transformation is to divide each variable into no more
than k categories. At step 0, all the continuous variables
are binned into 20 quantiles, the nominal and ordinal
variables are left as they are. Now, when all the varia-
bles are categorized, we compute the odds ratio for each
category. Then for each predictor variable X (i=1 ... n)
we merge non-significant (chi-square statistics based on
differences in odds) categories.

1. If X has 1 category only, stop and set the adjusted
p-value to be 1.

2. If X has k categories, go to step 7.

3. Else, find the allowable pair of categories of X, (an
allowable pair of categories for ordinal predictor is two
adjacent categories, and for nominal predictor is any
two categories) that is least significantly different (i.e.,
most similar). The most similar pair is the pair whose
test statistic gives the largest p-value with respect to the
dependent variable Y.

4. For the pair having the largest p-value, check if its p-
value is larger than a user-specified alpha-level a merge.
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If it does, this pair is merged into a single compound cat-
egory. Then a new set of categories of X' is formed. If it
does not, then if the number of categories is less or equal
to k go to step 6, else merge two categories with highest
p-value.

5. Go to step 2.

6. (Optional) Any category having too few observa-
tions (as compared with a user-specified minimum seg-
ment size) is merged with the most similar other catego-
ry as measured by the largest of the p-values.

7. The adjusted p-value is computed for the merged
categories by applying Bonferroni adjustments [4].

Having accomplished the abovementioned steps, we
acquire categorized variables instead of the continuous
ones. When each variable X (i=1 ... n) is finally binned
into a certain number of categories (k,), we are able to
calculate the odds for each category j (j =1 ... k), the
weight of evidence for each category and, as a result, in-
formation value for each variable:

% goods;
odds, = ——=
" %bads,

WOE; = In(odds;) 1)

kl
1V, =Y (% goods,— %bads,)-WOE,,
j=1

Information value can also be used in feature selection
(e.g. variables with information value less than 0.02 are
often rejected, as soon as they do not reveal predictive
power). More details on WOE-transformation are pro-
vided in [7].

The role of the WOE-transformation is that, instead of
initial variables, the logistic regression receives WOE as
input. So, each input variable is a discrete transformed
variable, which takes values of WOE. When estimating
the logistic regression, the usual maximum likelihood
was applied.

3.1. Ordinary
default scorecard

A scorecard is a set of rules. Each rule gives a number
of scorepoints to the applicant. Then the scorepointsare
summed up to form the final score. The higher the score,
the less the probability of default. The variables were se-
lected from a set of about 100 calculated parameters.
The criteria for includinga variable into the scorecard
was Information value no less than 0.2 and correlation
analysis within variables themselves (so as to rule out
multi-collinearity).
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Table 1.
Ordinary Default
ORDINARY DEFAULT SCORECARD ORDINARY DEFAULT SCORECARD
VAR CODE Variable ! VAR CODE Variable ;
ST Value range Scorepoint name Value range Scorepoint
Grouped Marital l . , Male 15
Levels for x,, status In love', Engaged n Number of
‘Single’ 19 X, days since x1<1 26
— last visit
Missing 23
) 1<=x1<3 30
‘Married 27
‘Communistic’ S xi<d7 20
L Grru%)ed P0I||t|(la| ‘Monarchic’, ! 16 37<=x1< 149 17
evels for x views ‘Socialistic’ ryr— ”
‘Indifferent’
0 T 24 Number of
Age Liberal, Missing Xy days since x30< 265 20
the first post
Age (in years) age< 25 5 Irstp
25< age< 28 1 265<=x30< 399 15
28< age< 37 1 399<=x30< 1330.5 23
37<= age< 52 4 — 1330.5<=x30 36
umber o o
52<= age 66 ) iob places 0, Missing 21
Sex Sex Female 27 >=1 29
We use the ROC analysis to evaluate the performance of Sensivity = TruePositive . ?)
the scorecard. The ROC analysis provides the set of feasible Positive
accuracy measures, which form an ROC curve and reflect .
. . . o True Negative
the accuracy of the classifier. In terms of classification, the Specificity = ————>——
scorecard labels the applicant as positive (high probability Negative
i i isi FalseNegative
of default) when its score {s less than the cutoff (df.:C.ISIOH s 1— Specificity = g . 3)
boundary). The accuracy is defined by the probability of Negative

the two possible errors. The first one is to approve the loan
for abad applicant (false negative), and the second one is to
reject a good applicant (false positive). This gives us the two
dimensions for the ROC curve: sensivity (vertical axis) and

The ROC curves for train and validation set are pre-
sented below in Figures 2and 3:

Fraudulent case scorecard can be found below in 7a-

one minus specificity (horizontal axis): ble 2.
Sensitivity Data Role = TRAIN Sensitivity Data Role = VALIDATE

10 /r 10 P

08 // 08 //

0.6 // 0.6 / /

0.4 // 04

0.2 02

0.0 0.0

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

1 - Specificity 1 - Specificity

Fig. 2. ROC-curve for ordinary default (training) Fig. 3. ROC-curve for ordinary default (validation)
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Table 2.
Fraudulent Case

FRAUDULENT CASE SCORECARD FRAUDULENT CASE SCORECARD

Variable name Value range Scorepoint Variable name Value range Scorepoint
Age Age (in years) age< 29 3 497<=x30< 710 21
29<= age< 33 11 710<=x30< 1324 14
33<=age< 39 25 1324<=x30 13
30<= age< 47 42 Number of user’s
" _g - X3 | posts with photos x39<1 13
= age 1<=x39< 2 18
Sex Sex Male 4 Do x39< 4 15
Number of days o - fe=x39< 4 1
X since last vis¥t Xi<2 21 44<=x39 19
2<=x1<3 0 Number of user’s -
s > X, posts with video x41< 1, Missing 15
=X 1e=x41<2 17
10<= x1< 1565 10 e xi1<3 13
o ;53\?7221“0 it - 3o xii<18 12
. ve', ‘Al is difficult’,
X, Marital status ‘In couple’ 4 16<= x41 5
‘Single’ " X;, | Number of children x51< 1, Missing 12
‘Engaged’ 14 1<=x51< 2 13
‘Married’ 24 2<=x51 15
Number of ‘Career and Money’,
X subscriptions X21<2, _MISSING_ 19 X | Major things in life ‘Entertainment’, 2
e x21<3 17 - Fatme a;il:ﬂ‘:enoe h
gauty and Art’, ‘Researc
3=x21<7 20 and Science’, Missing 16
ety 1] e | Kmesmetosy |
be=x ® in people ‘Health and Beauty’
1330.5<=x30 8
Number of days ‘Courage and Perseverance’, 14
‘Mind and Creativity’
Xa0 | since the first post x30< 497 % ndand Lreativity
The corresponding ROC analysis can be found below in Figures 4 and 5.
Sensitivity Data Role = TRAIN Sensitivity Data Role = VALIDATE
1.0 e 1.0
0.8 // 7 , //
06 e / 06 / =
0.4 0.4
0.2 0.2
0.0 0.0
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
1 - Specificity 1 - Specificity
Fig. 4. ROC-curve for fraudulent cases (training) Fig. 5. ROC-curve for fraudulent cases (validation)
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The ROC analysis show that both models are of mild
predictive power and of high stability. Gini coefficients
are 36% (32%) for train (validation) sample for ordi-
nary default scorecard. The corresponding Gini coeffi-
cients for fraudulent case scorecard are 47% (39%). Of
course, the main contribution was made by Age and Sex
variables, which are known even without social network.
However, if other variables are excluded, the Gini coef-
ficients fall by 7-8%.

From our point of view, the result that fraudulent case
scorecard showed better performance can be explained
in the following way. When the borrower initially intends
to receive a loan and not to pay any installments right
from the start, of course, he or she tries to disclose less
information in the social network. Missing values of pre-
dictors’ parameters tend to receive lower scorepoints. As
far as the interests in life are concerned, the person who
is obsessed with ‘Entertainment’ or ‘Fame’ is, to our
mind, more likely to try to get easy money by receiving a
loan with no intent to pay it back.

If we compare the Gini coefficients of our models
to the ones of the classical application scoring mod-
els (usually 45-55%, see [2]), we find that the latter are
more accurate. That brings the understanding that the
social data indeed brings value and increases discrimi-
native power,however, it should not be used stand-
alone. The social data should enrich the usual set of
application variables and contribute to the higher dis-
criminative power of banking scoring. Such perform-
ance metrics as Gini coefficient are not the only way to
estimate the efficiency of social data implementation.
In fact, the most important criterion is the profit in-
crease due to the model implementation. However, the
final effect depends on the particular bank or microfi-
nance organization that is considering the possibility
to use social data. Basically, a 7-8%Gini increase may
lead to 0.5-1% decrease in default frequency, which is
the key performance indicator of the risk management
system in the bank. That is why we have to understand
when the project concerning social data implementa-
tion is going to bring payoff, and when it will become
just a burden. At the moment, we see two situations
when the credit scoring based on social data is appli-
cable. The first one is the microfinance segment. The
application flow is traditionally very risky in this seg-

ment, and classical scorecards tend to reject all the
applications. However, many microfinance organiza-
tions compensate that risk with extraordinarily high
rates. That is why the companies still have to obtain
additional information to provide at least any discrimi-
nation between «bad» and, say, «very bad» applicants.
Moreover, given that young people tend to be riskier
and they do not have sufficient credit history, the so-
cial data starts being the only data source except for the
loan application form. The second situation that can
be favorable for social data implementation is when
the bank has a large client base and huge amount loans
in its portfolio. The reasoning is quite straightforward.
Given that fixed costs of social data center launching
and its support are high, the decrease in default fre-
quency will be sufficient to compensate those costs
only when the loan portfolio volume is large.

The real life examples of successful implementa-
tions, from our point of view, are still to come, as soon
as many banks and microfinance organizations start pi-
lot social dataprojects. As far as Russia is concerned,
there are several consultant agencies such as Digital
Society Laboratory, SOCSCOR, Double Data, SAS,
SocioHub etc. that provide scoring service for banks
and the microfinance segment. However, the details of
such projects are still rarely disclosed, and the discus-
sions that take place within professional banking con-
ferences, as a rule, are held in a more general way.

4. Conclusion

In this paper we described the schema of social data
retrieval in banking sphere. The social network we con-
sidered is Vkontakte, which is the largest in Russia. Then
we examined the value that the data can bring to the
credit scoring. We developed two scorecards (fraudu-
lent case and ordinary default) based solely on the social
data. The findings are the social data can indeed show
acceptable discriminative power, especially in the case
of fraud scoring.

As an area for further research, one can test whether
there is an increase in Gini coefficient, when the social
data predictors are added to the bureau of credit history
scoring (e.g. Equifax) with the information on behavio-
ral variables of the applicant. m
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KPEQUTHbIA CKOPUHT
HA OCHOBE IAHHbIX COLUANbHBIX CETEM
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Coyuanvhole cemu aKKYMyAupylom 3HA4UMeENbHOe KOAUMECMB0 UHpOpMayuu, Komopas no3eonsem
noayuams 0ONOAHUMeENbHbIE ceederust 0 nosedenuu ardeil. B dannoii pabome mbt ucnoavzyem 0antHvie Haubosee
noceuwjaemol coyuanvroli cemu «Bxonmakme», umobst 6vi0ensime ceemMeHmbl HeNAAMENCECHOCOOHBIX KAUCHMO8
banka. Bo-nepevix, mbl npedcmaensem apxumexmypy ueHmpa XpaHeHus U 00pabomiKu OaHHbIX U3 COUUANbHBIX
cemeii. OH gxatouaem 6 ce6s UHCMpYyMeHmbl 045 COOMHECEHUS PEaNbHO0 KAUCHMA U e20 BUPMYANbHO20 NPOPDUNsL
8 COYUANbHOU cemu, NapcuHe npoghuneil CoOUUAanbHOL cemu, noaAyYeHue OaHHbIX 00 AKMUBHOCMU NOAb308AMENs.
uepe3 API, u nakoueu, camo xpanuauue danuvix. Bo-emopbix, Ha ucmopuueckux 0aHHbIX Mbl pazpabamoléaem
08¢ CKOpUHe0Bble Kapmbl, OCHOBAHHbIE UCKAOMUMENbHO HA OAHHbIX AKMUBHOCMU KAUEHMA 8 COUUANbHbIX
cemsax. Ilepsas kapma npoero3upyem cobvimue 00biMHO20 deghoama — 6bix00a HA NPOCPOUKY NO ccyde boaee
90 Oneii 3a nepevie 12 mecsaues ¢ momenma noayuenus Kpeouma. Bmopas ckopuneoeas kapma npoeHo3upyem
cobbimue moutenHuueckoeo deghonma. Obe kapmul uchoavzyiom WOE-mpaucgopmauuro 6xooauux OaHHbIX
U 3amMeMuPUMEHIIOM N02UCIUMECKYI0 Deepeccurd Mo npeobpasoéaHHbiM OaHHbIM. B pesysvmame OanHble
COUUANBHBIX Cemell Ay4ule NPOSHO3UPYIOM CAYHAU MOUWEHHUYECKUX 0edhoamos, 8 omau4ue om 00bI4HbIX CAYHAeE
npocpouxu. Kauecmeo ckopuHeo8wbix Kapm HaAxo0umcs Ha npuemaemom yposte, 4mo noomeepicoaemess ROC-
ananuzom u kodgpuyuenmamu Ancunu. Ilockonvky kaaccuueckue CKOpUH208ble CUCEMbL 80 MHO2OM ORUPAHOMCSL
Ha KpeOumHYI0 UCopuio KAUeHma, Komopast 3a4acmyro Omcymcmeyem y Moa00bixX 3aeMuuK08, Mol CHUMaem,
Ymo OaHHble COUUANBHBIX Cemell Mo2ym cayxcums ux 3amenoil. Taxum obpazom, OamHble COUUANbHBIX cemell
Mo2ym Gblmb UCHOAb308AHbL 04151 0002AUEHUS KAACCUMECKUX CKOPUHE08bIX CUCHEM DAHKO08 U MUKPODUHAHCOBHIX
opeanu3ayuil.
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